1 Reading correlator data

The current implementation for reading correlator data is to complicate to use efficiently. For the final implementation the following sequence is proposed.

Task 1 : reading correlator chip data

This task supports two modes. One for setting up the DMA tables and the second mode for the actual data transfer.

Using the chip mask the correlator chips in use are identified. On the IO DSP a linked DMA list is created for transferring the correlator data for each selected correlator chip to the processing DSP. Note that an entire correlator chip is read in one go, so data including validity count and headers for all correlator blocks.

Correlator blocks are received from the IO DSP by the processing DSP and stored directly in global memory. So the data in the global memory is a direct image of the correlator data read.

A possibility should be kept to use a double buffer in the global memory for the correlator data. By allowing this it is possible to have the correlator received in one buffer, while processing (integrating) the previously receive data. (Currently not implemented)

TASK FIELD
MODE
FLAGS


I
MEM_ID
SRC_DMA_ADDR


I
MEM_ID
DST_DMA_ADDR


I
MEM_ID
DEST_ADDR

Chipmask

31
24
23
16
15
8
7
0

Table 1: TCB for lagDataRead
where

Word
Bits
Name
Explanation

4
7-0
FLAGS



15-8
MODE
1
LAGR_INIT
initialization

2
LAGR_DO_DMA
do data transfer


31-16
TASK FIELD
Not Used

5
23-0
SRC_DMA_ADDR
Source Address at which DMA table exists or is to be generated (on IO DSP)

6
23-0
DST_DMA_ADDR
Address at which destination DMA table exists or is to be generated (on Proc DSP)

7
23-0
DEST_ADDR
Destination address of correlator data in global memory

8
31-0
CHIPMASK
Mask indicating correlator chips to be read, corresponding to chips 31-0, respectively

Table 2: Explanation for lagDataRead TCB

Task 2 : transfer data to PCI

As soon as the correlator data is received by the processing DSP the DMA transfer can be started to transfer the data from the global memory to the PCI.

This task has two modes, one for initialization and a second mode to perform the transfer.

TASK FIELD
MODE
FLAGS


I
MEM_ID
DMA_ADDR


I
MEM_ID
SRC_ADDR

Chipmask

31
24
23
16
15
8
7
0

Table 3: TCB for lagDataToPCI
where

Word
Bits
Name
Explanation

4
7-0
FLAGS



15-8
MODE
2
CPCI_INIT
initialization

4
CPCI_DODMA
do data transfer


31-16
TASK FIELD
Not Used

5
23-0
DMA_ADDR
Source Address at which DMA table exists or is to be generated

6
23-0
SRC_ADDR
Base address of ‘right-cell’ array in global memory

7
31-0
CHIPMASK
Mask indicating correlator chips to be read, corresponding to chips 31-0, respectively

Table 4: Explanation for lagDataToPCI TCB

Task 3 : transfer headers to IO DSP

This task reads the headers out of the correlator data stored in the global memory. These headers are transferred back to the IO DSP. The headers are send back to the IO DSP in the same sequence as they where read from the correlator chips.

Because it is not possible to schedule tasks on the IO DSP, it is required to add a command to start processing the dynamic parameters on the IO DSP. This command has to be executed by the processing DSP after it finishes the transfer of the header data.

TASK FIELD
MODE
FLAGS


I
MEM_ID
DMA_ADDR


I
MEM_ID
SRC_ADDR

Chipmask

31
24
23
16
15
8
7
0

Table 5: TCB for HeaderToIO
where

Word
Bits
Name
Explanation

4
7-0
FLAGS



15-8
MODE
2
HEADIO_INIT
initialization

4
HEADIO_DODMA
do data transfer


31-16
TASK FIELD
Not Used

5
23-0
DMA_ADDR
Source Address at which DMA table is to be generated

6
23-0
SRC_ADDR
Address where the correlator data resides in memory

7
31-0
CHIPMASK
Mask indicating correlator chips to be read, corresponding to chips 31-0, respectively

Table 6: Explanation for HeadersToIO TCB

Task 4 : integrate data

This task should be able to integrate or copy the correlator data into the appropriate target buffers in the local memory buffers. This action uses a given DAT table to reorder the correlator blocks into a correct sequence. The switch from local memory A to local memory B should be made on initiative of the RT-system. (It still has to be decided how to do this synchronously)

(For this task I am not sure if 3 addresses are need for the destination (right/left/header) or just one address.)

TASK FIELD
MODE
FLAGS


I
MEM_ID
DAT_ADDR

RIGHT_INC
I
MEM_ID
A_RIGHT_ADDR

LEFT_INC
I
MEM_ID
A_LEFT_ADDR

HEAD_INC
I
MEM_ID
A_HEAD_ADDR

RIGHT_INC
I
MEM_ID
B_RIGHT_ADDR

LEFT_INC
I
MEM_ID
B_LEFT_ADDR

HEAD_INC
I
MEM_ID
B_HEAD_ADDR


I
MEM_ID
DATA_ADDR

Chipmask

31
24
23
16
15
8
7
0

Table 7: TCB for IntegrateData
where

Word
Bits
Name
Explanation

4
7-0
FLAGS



15-8
MODE
INTGR_INIT
initialization

INTGR_MOVE
perform no integration, just move data to local memory

INTGR_INT
integration to local memory buffer


31-16
TASK FIELD
Not Used

5
23-0
DAT_ADDR
DAT address

6
23-0
DST_A_ADDR
Source Address at which DMA table exists or is to be generated

7
23-0
DST_B_ADDR
Address at which destination DMA table exists or is to be generated

8
23-0
DATA_ADDR
Base address of correlator data

9
31-0
CHIPMASK
Mask indicating correlator chips to be read, corresponding to chips 31-0, respectively

Table 8: Explanation for IntegrateData TCB

Application

These four tasks can make up the entire processing on the processing DSP as an application. In order to keep the details from the RT-system an application task is created which takes care of all implementation details for such an application. 

TASK FIELD
MODE
FLAGS


I
MEM_ID
DAT_ADDR


I
MEM_ID
SRC_DMA_ADDR


I
MEM_ID
DST_DMA_ADDR

RIGHT_INC
I
MEM_ID
RIGHT_ADDR

LEFT_INC
I
MEM_ID
LEFT_ADDR

HEAD_INC
I
MEM_ID
HEAD_ADDR

Chipmask

31
24
23
16
15
8
7
0

Table 9: TCB for Application1
where

Word
Bits
Name
Explanation

4
7-0
FLAGS



15-8
MODE
APP1_INIT
initialization

APP1_REMOVE
remove all tasks and allocated memory


31-16
TASK FIELD
Not Used

5
23-0
DAT_ADDR
DAT address

6
23-0
LOCA_ADDR
Target (local A) memory address for integration

7
23-0
LOCB_ADDR
Target (local A) memory address for integration 

8
31-0
CHIPMASK
Mask indicating correlator chips to be read, corresponding to chips 31-0, respectively

Table 10: Explanation for Application1 TCB

The DAT table is used to reorder the correlator blocks to the correct sequence. This table has to be supplied in local memory; it is however copied to DSP global memory during initialization. If no DAT table is required a NULL value can be supplied. In that situation a standard DAT table will be created internally.

Because all four tasks need initialization, there are also for initialization tasks scheduled. These tasks will be executed immediately and only once.

initialization


Priority
Period
Bocf

LagDataRead 
255
0
1

LagDataToPCI 
255
0
1

HeadersToIO
255
0
1

IntegrateData
255
0
1

For execution the four tasks must be executed every BOCF interrupt and in the correct sequence.

execution


Priority
Period
Bocf

LagDataRead 
1
1
1

LagDataToPCI 
2
1
1

HeadersToIO
2
1
1

IntegrateData
3
1
1

1
4

