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1 Introduction

1.1 Purpose of Document

This document gives a summary of the results of the prototype project for the Post Correlator Integrator.

1.2 Related Documents

· Post Correlator Integrator requirement specification - P.E.Kamphuis

· Post Correlator Integrator hardware specification – P.E.Kamphuis

· Post Correlator Integrator software specification – P.E.Kamphuis

1.3 Abbreviations

CCC
Correlator Control Computer

DSP
Digital Signal Processing

EMC
Electro-Magnetic Compatibility

LAN
Local Area Network

PCInt
Post Correlator Integrator

MB/s
Mega Bytes per second

Mb/s
Mega bits per second

TBD
To Be Decided

2 Requirements

In the analysis phase of the project the following requirements were found for the Post Correlator Integrator.

1. Fit within the correlator design

2. Receive control messages from the Correlator Control Computer (CCC)

3. Interpret control messages to determine which of a defined set of processes is to be performed.

4. Receive multiple channels of correlator data

5. Store and re-order the data as required

6. Accumulate data as required

7. Perform DSP algorithms such as complex multiplication and Fourier transformation as required.

8. Report status information to the CCC on request.

9. Pass the product of processing to TBD output port or removable storage media.

10. The storage media must have a large capacity to store several hours of observations.

3 Hardware

3.1 Selected hardware

The hardware for the post correlator integrator is subdivided into segments similar to the correlator segments. This means that one correlator segment (four correlator boards) maps directly to one PCInt segment. As a PCInt segment a Monaco board from Spectrum Signal Processing was chosen. This VME board contains four Texas Instruments TMS320C6701 DSPs and provides sufficient processing power.

The Monaco board provides three interface module sites, two PEM sites and one PMC site. Processor Expansion Modules are a Spectrum Signal Processing type of IO modules. Each 

PEM site interfaces to two DSPs.
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Figure 1: Monaco post correlator integrator board

For the PEM modules a PEM-Comm-C4x module is chosen. This module provides C4x style communication ports to the C6x DSPs and allows a direct connection to the correlator boards front panel ports.

A processor mezzanine card (PMC) is an IO module based on the PCI bus specification and is an industry standard module. There are many different PMC module available on the market, like SCSI controllers, Ethernet controller or fibre-channel modules. For the prototype PCInt an ultra SCSI controller is chosen.

3.2 Hardware review

The Monaco board suits the hardware related requirements. The processing node (DSP + memory) per correlator board output channels provides sufficient processing power and storage memory to allow the required processing. So the requirements 5, 6 and 7 are met.

The board with the PEM modules receives data from four correlator boards. Although processing is done on each channel independent, the output data is combined in memory and write to the storage device. This is according requirement 4.

note : this still implies 8 storage units for the entire correlator

The ‘C4x input COMM ports are fully compatible with the high-speed output ports on the correlator boards, so it is possible to receive the data at the rate required by the correlator boards.

The selected SCSI – PMC module is an ultra-scsi controller, allowing burst transfer rates of 40 MB/sec over the SCSI-bus. The controller is an intelligent IO processor that is programmed using scripts, relieving the DSPs from the task of SCSI protocol management (requirement 9).

note : the true output data rate depends on the selected tape(storage) device

Since there are only two PCInt VME boards required to service one correlator rack and there are three empty VME slots left, the PCInt boards can be inserted in the correlator rack. This has many advantages.
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Figure 2: PCInt correlator rack

The RT-system in the correlator rack can directly interface to the correlator boards and the related PCInt boards. This allows control functionality to be restricted to the correlator rack and not in a distributed fashion over the network. This concept also satisfies all CCC related requirements since that is now done in the same way as the correlator board interfaces. This satisfies requirements 1, 2 and 8.

The RT-system to PCInt interface can be setup in a similar way as the RT-system – correlator board interface. This allows processing starting and status reporting in the same way as done when interfacing to the DSPs on the correlator boards (requirement 3).

4 Software

4.1 Concept

The PCInt software is very important. When it is correctly setup, it enables all the capabilities of the PCInt hardware. It must be clear that the PCInt software has a close working relationship with the correlator board DSP software. The correlator board DSP software must perform the correlator chip read out and the required dynamic parameter processing. Of course it must also send out the lag data to the PCInt when required.

For the PCInt software the following functionality is required:

· receive data from correlator board

· process data

· write data to tape

· interface to RT-system

It is chosen to use the same real-time kernel (dspOS) for the PCInt software as was used on the correlator board DSPs. This provides a similar framework to both DSP projects, making it easier to maintain.

All the required software functionality is written as tasks that run independent from each other. The dspOS kernel provides mechanisms for inter task communication.

4.2 Interface to RT-system

The task for interfacing to the RT-system is identical to the task used for this purpose on the correlator boards. Defining a block of memory as pseudo dual-port memory circumvents the absence of dual-port memory on the PCInt board. The Host Port Interface of the DSPs provides the interrupt from VME to DSP, instead of the dual-port memory mailbox register on the correlator board.

This task allows the RT-system to start tasks on the DSPs, requesting status message and sending events to started tasks.

4.3 Receive data from correlator board

This task is supposed to be started by the processing task that wants to receive the incoming correlator data. The task configures the PEM modules to receive the data and stores it in a local buffer. When a buffer is filled, the task signals the processing task and continues the filling the second buffer.

It should be noted that this data receive process is completely data driven and input data is only available when the correlator boards send it.

4.4 Process data

The processing task or tasks are started by the RT-system and should perform the required processing for a specific application. For the resulting processed data, two output possibilities are anticipated. Of course the required writing to tape, but also having the data directly read by the RT-system. This increases the processing capabilities of the PCInt over the required specs.

4.5 Writing to tape

The writing to tape is, unfortunately, in an uncertain state. The current write function prohibits processing at the same time. A bigger concern is actually the synchronization of the data streams of the four DSPs when written to tape. A concept for this is formulated but not yet implemented.

5 Results

Unfortunately are the performance numbers for the PCInt board a little difficult to give, because that no real performance tests have been conducted on the board.

5.1 Input data rate

The correlator board produces 10 MB/sec of data. Which is transmitted to the PCInt board via a C4x COMM port. This port is capable of transferring data with a rate of up to 20 MB/sec.

The PCInt receives the correlator board data via the same type of C4x COMM ports. Theoretically this means that there is no problem with transferring the data from the correlator boards to the PCInt boards. Tests have shown that the data that is produced by the correlator every 9.75 msec can be send to the PCInt in less than 7 msec (approx 15 MB/sec).  So well within bounds, however in order to perform processing, the data must be considered 1 BOCF delayed.

5.2 Output data rate

There are many factors that contribute to the output data rate to the scsi storage device. The main limitation is the actual tape device, allowing a sustained transfer rate of 1.4 MB/sec. Faster storage devices are required to increase this number.

All data transfers to SCSI must be performed via the global shared SRAM on the Monaco board, so the transfer rates to this memory for the components involved are important. The following table states data rates for the different components involved. It should be noted that these are burst transfer rates. So practical performance is less than these rates.

	C6x
	85 MB/sec

	PMC
	132 MB/sec


Table 1: transfer rates to global shared SRAM

Of course there is some software overhead involved to start the SCSI commands and synchronise the data write to global shared SRAM by the four nodes, but a true transfer rate of approx. 25-30 MB/sec should be possible.

5.3 Processing

The TMS320C6701 based Monaco board is deliberately chosen because of its possible processing performance. Theoretically 1 GFLOPS, compared to the C40’s 20 MIPS. Which is about 50 times more processing power.

6 Conclusion

Reviewing the requirements and comparing them to the offered capabilities clearly show that the PCInt is well designed. All hardware related requirements are met and with the proper software it could become useful extension to the correlator.

Of course it is clear that the current state of the PCInt software is not good enough to show all the capabilities. The interface to the RT-system and a major part data receive task is there. Only actual writing to tape is not there. The current write function blocks until the write is completed, disallowing further processing at the same time.

The major part of RT-system software supports the PCInt software. Presence of PCInt boards in the correlator rack is automatically detected and the boards are setup and booted correctly.

Test functions are available to start tasks on the PCInt board and the measurement software is prepared to support processing on the PCInt boards.
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