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1. Project Summary

We wish to create using high-speed communication networks, a distributed, large-scale
astronomical instrument of continental and inter-continental dimensions, a Very Long Baseline
Interferometer (VLBI) operating in real-time, and connecting together some of the largest and
most sensitive radio telescopes on the planet. The overall objective of the proposed 13, EXPReS,
is to create a production-level “electronic” VLBI (e-VLBI) service, in which the radio telescopes
are reliably connected to the central supercomputer at JIVE in the Netherlands, via a high-speed
optical-fibre communication network, including the pan-European research network, GEANT.
With an aggregate data flow of up to 16 Gbps into JIVE, we aim to create a unique e-VLBI
infrastructure that is open to the international scientific community, one in which access is based
solely on scientific merit. The e-VLBI infrastructure will be a unique facility in the world,
generating high-resolution images of cosmic radio sources in real-time, providing astronomers
with a reliable and rapid-result service, well matched to the study of transient phenomena such as
active stars, supernovae and Gamma-Ray bursts. The rapid results service is also expected to be
of practical interest to the geodetic VLBI and precision spacecraft navigation communities.
Fundamental to the proposed EXPReS I3, is the need to modify and upgrade the VLBI data
processor at JIVE, in order for it to reliably and robustly process VLBI data streams in a real-time
environment. A second goal is to expand the number of telescopes that are “on-line”, connecting
together telescopes located throughout Europe, Asia, South America, South Africa and the USA.
EXPReS also seeks to design and prototype elements of the hardware, software and data transport
services required to support future e-VLBI facilities in which the net VLBI data flows will be
hundreds of Gbps, with a central data processing environment possibly based on Grid-based
computing resources.
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7.3 Template: Table 1 - List of participants

Participant
( nun(;l_)ert Participant name Participant | Date enter | Date exit | Short description (i.e. fields of excellence) and specific roles
CO-ordinator . . . . . .
L. Organisation roject** roject** in the consortium
as participant ( " ’ Short Name | P™) proj
o city, country)
N°1)
1 Joint Institute for VLBI in JIVE 1/3/2006 28/2/2009 JIVE is funded by the major Research Councils and Radio Astronomy
Europe, Dwingeloo, The national facilities in Europe. Its role is to develop and operate the EVN
Netherlands MKIV VLBI Data Processor and provide both end-user and network support
to the EVN (European VLBI Network — a recognised large-scale, distributed
radio astronomy facility). JIVE staff conduct forefront astronomical research
and are developing state-of-the-art VLBI (Very Long Baseline
Interferometry) techniques and technology, including real-time VLBI, so
called e-VLBI. Member of the EVN.
JIVE is the Coordinator of the proposed EXPReS I3, and is involved in all
activities addressed by the proposal (NA1-NA4, SA1-SA2 & JRAI).
2 AARNET Pgy Ltd., AARNET 1/3/2006 28/2/2009 AARNET is Australia’s National Research and Education Network. It

Canberra, Australia

provides high-capacity leading-edge Internet services for the tertiary
education and research sector communities and their research partners, as
well as a range of advanced communications services.

Participant in SA2, NA1 & NA2. AARNET comes from a non-associated
third country; they provide essential connectivity between radio astronomers
in Europe and radio facilities in Australia (see CSIRO). This connectivity is
essential in order to meet some key goals of SA2.
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Delivery of Advanced Network
Technology to Europe Limited,
Oxford, UK

DANTE

1/3/2006

28/2/2009

Builds, plans and manages pan-continental academic data communication
networks, providing essential infrastructure for researchers across Europe
and globally, on behalf of Europe’s National Research and Education
Networks.

Broadly involved in supporting the EXPReS project via GEANT2; active
participant in NA2 & NAL.

Instytut Chemii Bioorganicznej
Pan (Poznan Supercomputing
and Networking Center),
Poznan, Poland

PSNC

1/3/2006

28/2/2009

Operator of the Polish national optical network PIONIER, operator of the
Polish link to the GEANT2 network, HPC centre. Partner in several
European projects in FP5 and FP6 in Grid technologies and networking.
Experience will be vital in addressing networking issues & using Grid
technology for VLBI data processing (correlation). Two years ago, PSNC
started a project allowing access to remote labour equipment.

Participant in NA1, NA2, JRA1.

SURFnet B.V., Utrecht, The
Netherlands

SURFnet

1/3/2006

28/2/2009

Operates and innovates the Dutch national research network, which connects
over 150 institutions in higher education and research in The Netherlands.
Responsible for the realization of GigaPort Next Generation Network, a
project of the Dutch government, trade and industry, educational institutions
and research institutes to strengthen the national knowledge infrastructure.
Research on optical and IP networking and Grids is a prominent part of the
EXPReS project.

Participant in NA1 & NA2

Netherlands Foundation for
Research in Astronomy,
Dwingeloo, The Netherlands

ASTRON

1/3/2006

28/2/2009

Operates the Westerbork Radio Telescope, currently constructing the
LOFAR facility. Broad expertise in radio astronomy; interferometry;
astronomical VLBI, optical/mm/sub-mm technology development;
development of low frequency multi-beaming technology; software
development; industrialisation of radio astronomy. Founding member of the
EVN.

Participant in NA1, NA2, NA3, SA2, JRAI.

Centro Nacional de
Informacion Geografica -
Instituto Geografico Nacional,
Madrid, Spain

CNIG-IGN

1/3/2006

28/2/2009

Commissioning the 40-m radio telescope at Yebes, operator of a 14-m radio
telescope. Expertise in astronomical and geodetic VLBI; technology
development for cm — mm/wave techniques. Member of the EVN.

Participant in NA1, NA2, NA3, SA2.
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8 CSIRO Australia Telescope CSIRO 1/3/2006 28/2/2009 Operates the ATCA, Parkes and Mopra. Expertise in all aspects of radio
National Facility, Epping, astronomy instrumentation from cm-wave to mm-wave; digital techniques;
Australia software and correlators.
Participant in NA1, NA2, NA3, SA2. CSIRO comes from a non-associated
third country; they provide remote radio astronomy facilities that can (in
principle) be accessed by European astronomers. Access to these facilities is
essential in order to meet some key goals of SA2.
9 Hartebeesthoek Radio HARTRAO 1/3/2006 28/2/2009 Operates a 26-metre radio telescope, constructing a large radio telescope
Astronomy Obervatory, array — a technological pathfinder to the Square Km Array. Expertise in
Krugersdorp, South Africa radio astronomy; astronomical and geodetic VLBI, digital signal processing
of radio astronomy signals. Member of the EVN.Participant in NA1, NA2,
NA3, SA2.
10 Istituto Nazionale di INAF 1/3/2006 28/2/2009 Operates the 32-m telescopes at Noto and Medicina. Constructing the 64-m
Astrofisica, Istituto di radio telescope in Sardinia. Expertise in radio astronomy; astronomical and
Radioastronomia, Roma, Italy geodetic VLBI; antenna technology; RF and digital technology
development. Construction of 64-m Sardinia Radio Telescope. Founding
member of the EVN.
Participation in NA1, NA2, NA3, SA2.
11 Max-Planck-Institut fiir MPIfR 1/3/2006 28/2/2009 Operates the largest radio telescope in Europe, the100-m radio telescope at
Radioastronomie, Bonn, Effelsberg. Expertise in Cm/mm/sub-mm wave astronomy; VLBI; operation
Germany of MKIV correlator; development of radio astronomy technology and
software. Founding member of the EVN.
Participant in NA1, NA2, NA3, SA2, JRAI
12 Teknillinen Korkeakoulu, MRO 1/3/2006 28/2/2009 Operates 14-m mm radio telescope. Develops VLBI instrumentation and
Metsdhovi Radio Observatory, software. Expertise in digital and FPGA design. Member of the EVN.
Espoo, Finland Participant in NA1, NA2, NA3, SA2, JRA1
13 National Astronomy and NAIC 1/3/2006 28/2/2009 Operates the largest radio telescope in the world, the Arecibo 305-m

Ionosphere Center, Arecibo
Observatory, Arecibo, USA

antenna. National research center operated by Cornell University under a
cooperative agreement with the U.S. National Science Foundation. Expertise
in radio astronomy, VLBI & ionospheric research. Member of the EVN.

Participant in NA1, NA2, NA3, SA2.
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14 Nicolaus Copernicus NCU 1/3/2006 28/2/2009 Operates the 32-m telescope in Torun. Expertise in radio astronomy;
University, Torun Radio astronomical VLBI; cm-wave technology development. Member of the
Observatory, Torun, Poland EVN.
Participant in NA1, NA2, NA3, SA2
15 Chalmers University of 0SO 1/3/2006 28/2/2009 Operates the 20 and 25-m telescope in Onsala. Expertise in Mm/sub-mm
Technology, Onsala Space single-dish and interferometry (both astronomy and geodetic VLBI).
Observatory, Onsala, Sweden Develops technology for cm — sub-mm astronomy. Provides data centre and
scientific coordination for the Odin satellite.
Founding member of the EVN.
Participant in NA1, NA2, NA3, SA2, JRAI.
16 Shanghai Astronomical ShAO 1/3/2006 28/2/2009 In charge and responsible for VLBI in China (operational facilities at Seshan
Observatory, Chinese & Urumqi; Miyun and Kunming — under construction). Operates and
Academy  of Sciences, maintains the Seshan 20-m radio telescope. Expertise in astronomical and
Shanghai, China geodetic VLBI, develops VLBI technologies: receivers, digital techniques
(DBBC), software correlator.
Participant in NA1, NA2, NA3, SA2. ShAO comes from a non-associated
third country; they are members of the EVN and essential partners in
realising a global e-VLBI infrastructure.
17 Observatorio Geodesico TIGO, TIGO 1/3/2006 28/2/2009 Operates a transportable S/X-band 6-m offset radio telescope, optical 50cm
Universidad de Concepcion, telescope for satellite laser ranging, GPS/Glonass permanent station, super
Concepcion, Chile conducting gravity meter, seismometer, water vapour radiometer,
meteorological sensors, atomic clock ensemble, realizes UTC time scale in
Chile, develops e-VLBI protocols. Expertise in Geodetic VLBI.
Participant in NA1, NA2, NA3, SA2. TIGO comes from a non-associated
third country, Chile; they provide extremely long baselines between Europe
and China and present an interesting test case; located in an area that is of
strategic importance to astronomy generally.
18 The University of Manchester, UniMan 1/3/2006 28/2/2009 Operates the MERLIN radio telescope array in the UK, including the 76-m

Jodrell Bank Observatory,
Manchester, UK

Lovell, 32-m Cambridge and 25-m Mk2 VLBI radio telescopes. Expertise in
radio astronomy; interferometry; astronomy VLBI; development of RF and
digital technology and software; algorithmic development; data transfer via
fibres.

Participant in NA1, NA2, NA3, NA4, SA1, SA2, JRAL.
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19

Ventspils International Radio
Astronomy Center, Riga,
Latvia

VIRAC

1/3/2006

28/2/2009

Operates the 32-m telescope at Ventspils. Expertise in the development of
RF technology. Aspiring towards membership of the EVN.

Participant in NA1, NA2, NA3, SA2.

** Normally insert “month 1 (start of project)” and “month n (end of project)”
These columns are need for possible later contract revisions caused by joining/leaving participants

YOU MAY EXTEND THIS TABLE IF NECESSARY
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7.4 Template: Table 2 - List of activities

Activity Number

Descriptive Title

Short description and specific objectives of the activity

Networking activities

NAl

Management of 13

Provides resources to effectively manage the EXPReS I3 project. The objective is to efficiently manage
EXPRES and monitor the overall progress of the project goals, in particular the realisation of a
production-level e-VLBI infrastructure. Responsible for the overall financial management of the project
and the generation of annual and final reports via input from the chairs of the NA, SA and JRAs.

NA2

EVN-NREN Forum

Partially supports a forum in which representatives of the networking and radio astronomy technical
community will meet and interact with each other, including day-to-day communication via the on-line
EVN-NREN email forum. The objective is to ensure that both communities are effectively engaged and
that together they agree and move forward on the solutions, objectives and development priorities within
EXPReS.

NA3

e-VLBI Science Forum

Partially support the activities of the e-VLBI Science Advisory Group (eVSAG). The objectives of this
activity will be to ensure that e-VLBI end-users are well informed and organised about EXPReS
developments and can provide critical review of the project’s evolution. This group will also help
promote & develop the full potential of the e-VLBI technique as an astronomical application.

NA4

e-VLBI Outreach,
Dissemination & Communications

Partially supports outreach and communication aspects of the EXPReS I3.0bjectives include: creation of
the EXPReS web-site (addressing public outreach, project management and end-user communication
requirements), general promotion of EXPReS to the broad scientific and networking communities via a
programme of PR activities.

Specific Service
activities

SAl

Production e-VLBI Service

A programme of integration and development that will provide astronomers (and other end-users) with a
production level e-VLBI infrastructure service, capable of servicing and robustly processing e-VLBI data
streams of up to 16 Gbps (net) at the EVN data processor at JIVE. The objectives will be to realise a
distributed scientific instrument with unique capabilities - an e-VLBI infrastructure operating in real-time
- a service that will be expandable to include input from up to 16 telescopes located across the planet
(including individual telescopes of the UK e-MERLIN array).

SA2

Network Provision for a Global e-
VLBI Array

A programme of network communication provision that will permit radio telescopes across Europe and
the rest of the world to obtain last mile connections to high-speed communication networks that can be
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connected to national research networks and international communication networks, in particular
GEANT.

Research activities

JRA1

Future Arrays of Broadband Radio
Telescopes on Internet Computing

A research project that looks towards the future hardware and software requirements that will enable the
development of an e-VLBI facility in which data flows of ~ 10-30 Gbps per telescope can be reliably
sustained and processed. The main objectives are to design and prototype an e-VLBI data acquisition
platform (based on COTS hardware), investigate transport mechanisms and identify protocols that are
optimal for e-VLBI, develop a software correlator (e-VLBI data processor) that can run on standard
workstations and take advantage of distributed Grid computing resources.

YOU MAY EXTEND THIS TABLE IF NECESSARY
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Table 3 — Summary table of expected budget and of the Community contribution requested

Participant number

Activity 2 4 5
exp. req. exp. req. exp. req. exp. req. exp. req. exp. req. exp. req. exp. req.
Amounts budget contrib. | budget | contrib | budget | contrib | budget | contrib | budget | contrib | budget | contrib | budget | contrib. | budget | contrib.
(onrn)
NA1 331500 212100 3900 3100 6300 4700 3900 3100 3900 3100 3900 3100 3900 3100 3900 3100
kd,
; NA2 38200 28300 5500 4000 10900 10100 3400 2600 3400 2600 2400 1600 2400 1600 4500 3000
g
o 30600 18400 3400 2400 3400 2400 5500 4000
5 NA3
S
I
g NA4 193750 160900
Z
Ub-total 594050 419700 9400 7100 17200 14800 7300 5700 7300 5700 9700 7100 9700 7100 13900 10100
Networking
o SA 1 1084000 | 1084000
o
Sy
R = SA2 180000 40000 50000 10000 45000 10000 | 530000 | 100000 | 50000 10000
o=
=]
8 < ub-total 1264000 | 1124000 | 50000 10000 45000 10000 | 530000 | 100000 | 50000 10000
& | Specific
Service
% 8 JRA 1 924000 474000 298000 | 158000 154000 | 77000
=
i
85 | subtotal | 924000 | 474000 298000 | 158000 154000 | 77000
Research
Total exp. | 2782050 59400 17200 305300 7300 208700 539700 63900
budget (€)
Max Comm. 2017700 17100 14800 163700 5700 94100 107100 20100
Contrib.. req.
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Table 3 — Summary table of expected budget and of the Community contribution requested (cont.)

Participant number

Activity 10 11 12 13 14 15 16
exp. req. exp. req. exp. req. exp. req. exp. req. exp. req. exp. req. exp. req.
Amounts | budget | contrib. | budget | contrib | budget | contrib | budget | contrib | budget | contrib | budget | contrib | budget | contrib. | budget | contrib.
(onirn)
NA1 3900 3100 3900 3100 3900 3100 3900 3100 3900 3100 3900 3100 6300 4700 3900 3100
k|
; NA2 4500 3000 2400 1600 2400 1600 2400 1600 4500 3000 2400 1600 2400 1600 4500 3000
e
o NA3 5500 4000 3400 2400 3400 2400 3400 2400 5500 4000 3400 2400 11400 10400 5500 4000
c
=
o]
= NA4
2
Ub-total 13900 10100 9700 7100 9700 7100 9700 7100 13900 10100 9700 7100 20100 16700 13900 10100
Networking
@ SAl
)
S
m g SA2 55000 10000 2855000 | 110000 | 2250000 | 210000 | 330000 | 38000 396000 | 50000 60000 25000 115000 30000 650000 75000
o=
framge=}
8 % QUb-total 55000 10000 | 2855000 | 110000 | 2250000 | 210000 | 330000 | 38000 | 396000 | 50000 | 60000 | 25000 | 115000 | 30000 | 650000 | 75000
& Specific
Service
-S i} JRAl 154000 79000 338000 | 188000 164000 89000
=
53
838 | aubtotal 154000 | 79000 | 338000 | 188000 164000 | 89000
Research
Total exp. | 68900 2864700 2413700 677700 409900 69700 299100 663900
budget (€)
Max Comm. 20100 117100 296100 233100 60100 32100 135700 85100
Contrib.. req.
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Table 3 — Summary table of expected budget and of the Community contribution requested (cont.)

Participant number

. Total Max.
Activity 17 18 19 expected | Community
exp. req. exp. req. exp. req. exp. req. exp. req. exp. req. exp. req. exp. req. budget contribution
Amounts | budget | contrib. | budget | contrib | budget | contrib | budget | contrib | budget | contrib | budget | contrib | budget | contrib. | budget | contrib. € requested (€)
(oiiro)
NA1 3900 3100 3900 3100 3900 3100 406600 271100
8
; NA2 4500 3000 2400 1600 2400 1600 105500 77100
g
5500 4000 3400 2400 3400 2400
> NA3 96700 68000
<
g NA4 37500 37500 231250 198400
2
Sub-total | 13900 | 10100 | 57300 | 44600 | 9700 | 7100 839950 614500
Networking
SAI 253500 | 148500 1337500 1232500
8
S "
g = SA2 70000 30000 120000 12000 151000 | 40000 7907000 800000
o=
3 & | Sub-total | 70000 | 30000 | 373500 | 160500 | 151000 | 40000
# Specific 9244500 | 2032500
Service
8 @ JRAI 338000 | 188000 2370000 1253000
55
88| sutotal 338000 | 188000 2370000 | 1253000
Research
Total  exp. | 83900 768800 160700 12454450
budget (€)
Max Comm. 40100 393100 47100 3900000
Contrib.. req.
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Table 3 — Summary table of expected budget and of the Community contribution requested to 18 mths

Participant number

Activity 2 4 5
exp. req. exp. req. exp. req. exp. req. exp. req. exp. req. exp. req. exp. req.
Amounts budget contrib. | budget | contrib | budget | contrib | budget | contrib | budget | contrib | budget | contrib | budget | contrib. | budget | contrib.
Lauirn)
NAL1 110000 70000 1300 1000 2000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000
8
§' NA2 12000 9000 1600 1200 2000 2000 1000 800 1000 800 800 500 800 500 1000 1000
g
10000 6000 1000 800 1000 800 1500 1000
o NA3
<
(=]
s NA4 60000 40000
2
QUb-total 192000 125000 2900 2200 4000 3000 2000 1800 2000 1800 2800 2300 2800 2300 3500 3000
Networ king
g SAl 300000 300000
S @
g; = SA2 40000 10000 10000 2000 10000 3000 | 150000 [ 30000 | 10000 5000
o=
=B
8 < | Sub-total 340000 310000 | 10000 2000 10000 3000 | 150000 [ 30000 | 10000 5000
& Secific
Service
S &_3 JRA1 300000 150000 90000 | 50000 50000 | 25000
52
s g Ub-total 300000 150000 90000 | 50000 50000 | 25000
Research
Total  exp. | 832000 12900 4000 92000 2000 62800 152800 13500
budget (€)
Max Comm. 585000 4200 3000 51800 1800 30300 32300 8000
Contrib.. req.
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Table 3 — Summary table of expected budget and of the Community contribution requested to 18 months (cont.)

Participant number
Activity 9 10 11 12 13 14 15 16
exp. req. exp. req. exp. req. exp. req. exp. req. exp. req. exp. req. exp. req.
Amounts budget | contrib. budget | contrib | budget | contrib | budget | contrib | budget | contrib | budget | contrib | budget | contrib. | budget | contrib.
lauira)
NAL1 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 2000 1500 1000 1000
8
= NA2 1500 1000 800 500 800 500 800 500 1500 1000 800 500 800 500 1000 1000
g
o NA3 1500 1000 1000 800 1000 800 1000 800 1500 1000 1000 800 1000 800 1500 1000
o
<
o
< NA4
2
QUb-total 4000 3000 2800 2300 2800 2300 2800 2300 4000 3000 2800 2300 3800 2300 3500 3000
Networ king
8 SAl
>
g § SA2 5000 2000 1000000 | 50000 | 500000 | 100000 | 150000 | 30000 | 100000 | 20000 | 20000 5000 30000 10000 | 100000 | 25000
o=
y—
8 g Ub-total 5000 2000 1000000 | 50000 | 500000 | 100000 | 150000 | 30000 | 100000 | 20000 | 20000 5000 | 30000 10000 | 100000 | 25000
& Secific
Service
5 & JRA1 25000 0 100000 | 60000 30000 | 20000
g3
& g ub-total 25000 0 100000 | 60000 30000 | 20000
Research
Total  exp. | 9000 1002800 527800 252800 104000 22800 63800 103500
budget (€)
Max Comm. 5000 52300 102300 92300 23000 7300 32800 28000
Contrib.. req.
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Table 3 — Summary table of expected budget and of the Community contribution requested to 18 months (cont.)

Participant number
L. Total Max.
Activity 17 18 19 expected | Community
exp. req. exp. req. exp. req. exp. req. exp. req. exp. req. exp. req. exp. req. budget contribution
Amounts | budget | contrib. | budget | contrib | budget | contrib | budget | contrib | budget | contrib | budget | contrib | budget | contrib. | budget | contrib. € requested (€)
(onrn)
NA1 1000 800 1000 800 1000 800 130300 87900
8
; NA2 1000 800 800 500 800 500 30800 23100
g
1500 1000 1000 800 1000 800
> NA3 26500 18200
<
g NA4 10000 10000 70000 50000
2
Sub-total | 3500 | 2600 | 12800 | 12100 | 2800 | 2100 387900 179200
Networking
SAl 70000 40000 370000 3400000
8
S g
§ = SA2 20000 10000 30000 5000 30000 10000 2205000 317000
o=
3 & | subtotal | 20000 | 10000 | 100000 | 45000 | 30000 | 10000
& Foecific 2575000 657000
Service
8 @ JRAI 100000 60000 695000 365000
55
85 | subtotal 100000 | 60000 695000 365000
Research
Total exp. | 23500 212800 32800 3657900
budget (€)
Max Comm. 12600 117100 12100 1201200
Contrib.. req.
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22

DELIVERABLES

Deliverable | Activity | Deliverable title Lead Delivery | Nature® | Dissemination

No' No. Participant date’ Level*

D1 NA4 Creation of Public EXPReS web-site JIVE 2 o PU

D2 JRAIL Data acquisition requirements document MRO R PU

D3 JRAL Protocols strategic document JBO 2 R PU

D4 NA2 EVN-NREN meeting No. 1 (under DANTE 3 R PP
auspices of EXPReS)

D5 SAl Central data link control JIVE 3 D PU

D6 NA3 First meeting of eVSAG under auspices of | OSO 4 R PP
EXPReS

D7 NA4 Creation of EXPReS web-based JIVE 4 (0] PP
management tools

D8 JRA1 Visualization software JIVE 4 P PU

D9 JRAIL Correlator design specification JIVE 5 R PU

D10 NA4 Generation of PR material (phase 1) 6 (0] PU

DIl SAL Job preparation utilities JIVE 6 D PU

D12 SAL Fast/adaptive scheduling tools JIVE 6 D PU
Feasibility study of the last-mile CNIG-IGN

D13 SA2 connection to the nearest GEANT node 6 R PU
for participant CNIG-IGN

SA2 Feasibility study of the last-mile MPIfR

D14 connection to the nearest GEANT node 6 R PU

for participant MPIfR

! Deliverable numbers in order of delivery dates: D1 — Dn

% Indicate the month of delivery. This should be relative to the start date of the 13, month 1 marking the first
month of the project.

? Please indicate the nature of the deliverable using one of the following codes:

R = Report

P = Prototype

D = Demonstrator
O = Other

* Please indicate the dissemination level using one of the following codes:

PU = Public

PP = Restricted to other programme participants (including the Commission Services).

RE = Restricted to a group specified by the consortium (including the Commission Services).
CO = Confidential, only for members of the consortium (including the Commission Services).
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SA2 Equipment of the last-mile infrastructure INAF
D15 for participant INAF (telescope in 6 (0] PU
Medicina)
SA2 Feasibility study of the last-mile CAS
connections to the nearest GEANT node
D16 for participant CAS (Shanghai, Urumqi, 6 R PU
Miyun, Yunnan )
SA2 Feasibility study of the last-mile VIRAC
D17 connection to the nearest GEANT node 6 R PU
for participant VIRAC
SA2 Feasibility study of the last-mile HRAO
D18 connection to the nearest GEANT node 6 R PU
for participant HRAO
SA2 Feasibility study of the last-mile NAIC
D19 connection to the nearest GEANT node 6 R PU
for participant NAIC (Arecibo)
SA2 Feasibility study of the last-mile TIGO
D20 connection to the nearest GEANT node 6 R PU
for participant TIGO
SA2 Feasibility study of the last-mile AARNET
D21 connection to AARNET for participant 6 R PU
CSIRO
D22 JRAI Overall design document ALL 6 R PU
c -Grid design document
D23 JRAI VLBI-Grid design d PSNC 6 R PU
D24 JRAL | ¢VLBI fringes PC-EVN 08O 7 D PU
D25 JRAI LOFAR connection strategic document ASTRON 7 R PU
D26 JRAI Data acquisition design document MRO 8 R PU
D27 SAl eMERLIN VSI interfaces design UniMan 9 P PU
D28 SAl Selective data processor controls JIVE 9 D PU
D29 SA2 e-VLBI test observations, Medicina INAF 10 R PU
D30 JRAIL eVLBI-Grid interface document OSNC 10 R PU
NA2 NA2 annual report No. 2 (as part of JIVE
D31 EXPReS Ann. Rep No. 2) i R PP
D32 NALl Annual report (incl. Financial JIVE 12 R PP
information) to EC
NA2 NA2 annual report No. 1 (as part of JIVE
D33 EXPReS Ann. Rep No. 1) 12 R PP
D34 NA4 e-VLBI Demonstration and attendance at | JIVE 12 o PU
Network events.
D35 SAL Network protocol decision JIVE 12 D PU
D36 SAL Monitored information handling modules JIVE 12 D PU
SA2 Equipment of the last-mile infrastructure MRO
D37 for participant MRO 12 0 PU
SA2 Construction and equipment of the last- CNIG-IGN
D38 mile infrastructure for participant CNIG- 12 (0] PU
IGN
SA2 Construction and equipment of the last- MPIfR
D39 mile infrastructure for participant MPIfR 12 0 PU
D40 SAl Monitoring processes JIVE 12 D PU
D41 JRAIL Protocols performance report JBO 13 R PU
D42 JRAIL Software correlator core JIVE 14 P PU
D43 JRAI Software data product JIVE 15 P PU
D44 SAL Real-time data processor control software JIVE 15 P PU
D45 SA1 Tests using local Jodrell Bank home e- UniMan 15 D PU

MERLIN telescope
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D46 NA3 ¢VSAG meeting No. 2 0S0 16 R PP
D47 SAL Real-time Pipeline JIVE 16 D PU
D48 NA2 EVN-NREN meeting No. 2 JIVE 18 R PP
D49 NA4 Generation of new PR material (phase 2) DANTE 18 (6] PU
D50 SAl Visibility monitor JIVE 18 D PU
D51 SA1 Tested software for operational JIVE 18 D PU
improvements
D52 SAl Test using remote e-MERLIN telescope UniMan 18 D PU
D53 SAl VSI support software JIVE 18 D PU
D54 SAl VSI Interfaces JIVE 12 D PU
SA2 10 Gbps link upgrade between MERLIN MERLIN
D35 and JIVE JIVE 18 0 PU
D56 SA2 e-VLBI test observations, Metsahovi MRO 18 R PU
SA2 Construction and equipment of the last- CAS
D57 mile infrastructure for participant 18 O PU
Shanghai
SA2 Construction and equipment of the last- AARNET
D58 mile infrastructure in AARNET to allow CSIRO 18 (¢} PU
connection of participant CSIRO
D59 SA2 Cc_)ns_tructlon and equipment .of the last- . CAS 18 o PU
mile infrastructure for participant Urumgqi
D60 SA2 ans_tructlon and equipment .of the la_lst- CAS 18 o PU
mile infrastructure for participant Miyun
SA2 Construction and equipment of the last- CAS
D61 mile infrastructure for participant 18 (0] PU
Kunming
SA2 Construction and equipment of the last- VIRAC
D62 mile infrastructure for participant VIRAC 18 0 PU
SA2 Equipment of the last-mile infrastructure NAIC
D63 for participant NAIC 13 0 PU
SA2 Construction and equipment of the last- TIGO
D64 mile infrastructure for participant TIGO 18 0 PU
D65 SA2 AARNET connectivity enhancements AARNET 18 (0] PU
D66 JRAI Data acquisition interface document MPI 18 R PU
D67 JRAI LOFAR station interface report ASTRON 18 R PU
D68 JRAI Software for workflow management PSNC 18 P PU
SA2 Feasibility study of the last-mile INAF
D69 connection to the nearest GEANT node 20 R PU
for participant INAF (Sardinia)
SA2 10 Gbps link between UniMan and OSO UniMan
D70 for ultra-VLBI tests 0S0O 20 0 PU
D71 SAL Flexible local GE network JIVE 21 D PU
D72 SA2 e-VLBI test observations, Effelsberg MPIfR 21 R PU
D73 SA2 e-VLBI test observations, Metsahovi ATNF 22 R PU
D74 SA2 e-VLBI test observations, Yebes OAN 22 R PU
D75 JRAL Software for correlation on cluster JIVE 23 P PU
D76 JRAI Data acquisition test report MPI 23 R PU
D77 JRAI Data acquisition prototype at telescope 0S0 23 P PU
D78 JRAL Overall broadband demonstration JIVE 23 D PU
D79 JRAL Software cluster correlation JIVE 23 P PU
D80 JRAI First fringes software correlator JIVE 23 D PU
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D81 NAl Annual r'eport (incl. Financial JIVE 24 R PP
information) to EC
NA2 NA2 annual report No. 2 (as part of JIVE
D82 EXPReS Ann. Rep No. 2) 24 R PP
D83 NA4 e-VLBI Demonstration and attendance at 24 o PU
Network events.
Dg4 SAl Network monitoring tools JIVE 24 D PU
D85 SAl Multiple e-MERLIN telescope tests UniMan 24 PU
SA2 Construction and equipment of the last- HRAO
D86 mile infrastructure for participant 24 O PU
HartRAO
D87 JRAI Software to collect distributed output JIVE 24 P PU
D88 NA2 EVN-NREN meeting No. 3 DANTE 26 R PP
NA2 EVN-NREN representatives present DANTE
D89 EXPReS networking results at the e-VLBI 26 R PU
Science & Technology Workshop
D90 NA2 EVN-NREN meeting DANTE
D91 NA3 eVSAG meeting No. 3 0S0 26 R PP
D92 JRAIL Spftware to create (_1ata product from JIVE 27 P PU
distributed correlation
D93 JRAI Software routing PSNC 29 P PU
D94 NA3 e-VLBI Workshop held in Onsala 30 0 PU
D95 SAl Improved network applications JIVE 30 D PU
D96 SAl Monitoring user interfaces JIVE 30 D PU
D97 SA2 e-VLBI test observations, Urunqi CAS 30 R PU
D98 SA2 ¢-VLBI test observations, Mijun CAS 30 R PU
D99 SA2 e-VLBI test observations, Kunming CAS 30 R PU
D100 SA2 e-VLBI test observations, VIRAC VIRAC 30 R PU
D101 SA2 e-VLBI test observations, HRAO HRAO 30 R PU
D102 SA2 ¢-VLBI test observations, NAIC, Arecibo | NAIC 30 R PU
D103 SA2 e-VLBI test observations, TIGO TIGO 30 R PU
SA2 Construction and equipment of the last- INAF
D104 mile infrastructure for participant INAF 30 (0] PU
(Sardinia)
D105 JRAL | eMERLIN interface available IBO 30 P PU
D106 JRAL Fringes with new routing JIVE 31 D PU
D107 NA3 Pubhcat}on of e-VLBI Workshop 0SO o R PU
proceedings
D108 JRAL Software distributed correlation JIVE 33 P PU
D109 JRAL First fringes Grid correlator JIVE 34 D PU
D110 JRAI First fringes on FABRIC JIVE 35 D PU
DIl NAl Annual r'eport (incl. Financial JIVE 36 R PP
information) to EC
D112 NAI Final Report to Board and EC JIVE 36 R PP
D113 NAI Final Plan for using and disseminating JIVE 36 R PP
knowledge
D114 NAL Implementation of the Gender Action JIVE 36 R PP

Plan
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NAl

D115 Raising public participation and JIVE 36 PU
awareness

D116 NA2 NA2 annual & Final reports JIVE 36 PP

D117 NA4 e-VLBI Demonstration and attendance at | JIVE 36 PU
network events.

D118 JRA1 Final report JIVE 36 PU
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2. Objectives of the I3
2.1 EXPReS Project objectives

Over the last decade, enormous progress has been made in the area of Information &
Communication Technologies (ICT). Like many other research communities, radio astronomy
have greatly benefited from the ready availability of cheap, large-capacity storage media;
affordable high-performance desktop computers and local multi-processor PC clusters. Radio
astronomers have also proven themselves to be adept at taking advantage of the emergence of
high-speed, optical-fibre based communication networks. Such networks are of prime interest
to radio astronomers as the sensitivity of a radio telescope array is roughly proportional to the
square-root of the radio telescope data output rate (i.e. the digitally sampled observing
bandwidth). Motivated by this fact, and the possibility of creating a distributed real-time Very
Long Baseline Interferometer (VLBI) radio telescope array, an international consortium that
includes the leading radio astronomy institutes in Europe, together with DANTE (operators of
the pan-European Research Network, GEANT), and the major National Research Networks
(NRENs) in Europe, have come together over the last two years and successfully
demonstrated the feasibility of conducting real-time, VLBI observations, now known as
electronic VLBI or e-VLBI.

VLBI is a technique invented by astronomers, in which physically independent and
widely separated radio telescopes observe the same region of sky simultaneously in order to
generate very high-resolution continuum and spectral line images of cosmic radio sources.
The technique also has practical applications in geodesy (measuring secular and periodic
motions of the Earth's surface and variations in the Earth's rotation rate) and in precision
spacecraft navigation. Since VLBI telescopes are usually separated by many thousands of
kilometres, data from each telescope are digitally sampled and stored locally, using high-
capacity magnetic tape systems (or more recently magnetic disk-array systems). These tapes
and disks are physically transported to a central data processor (a purpose-built
supercomputer) where the data from each telescope are decoded, accurately aligned, and then
correlated together in an exhaustive pair-wise fashion for every possible telescope
combination. The total flow of data into the central processor is approximately 10-100
Terabytes per observation, after processing this is reduced to 10-100 Gbytes. The output from
the data processor may be pipelined - a process in which the data are automatically calibrated
and preliminary images are made. These data (including the raw processed data) are presented
to the astronomer for further detailed and careful analysis.

In Europe, VLBI observations are organised and conducted by the European VLBI
Network (EVN). The central EVN data processor was developed (and is now operated) by
JIVE - the Joint Institute for VLBI in Europe, located in Dwingeloo, the Netherlands.

The overall objective of EXPReS, is to create a production-level "electronic" VLBI (e-
VLBI) service, in which the radio telescopes are reliably connected to the central data
processor at JIVE via a high-speed optical-fibre communication network. With an aggregate
data flow of up to 16 Gbps into the central processor, we aim to create a robust and
distributed e-VLBI infrastructure of continental and indeed trans-continental dimensions,
capable of generating high-resolution images of cosmic radio sources in real-time. EXPReS
also seeks to design and prototype elements of the hardware, software and data transport
services required to support future e-VLBI facilities in which the net VLBI data flows will be
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hundreds of Gbps, with a central data processing environment possibly based on distributed
(Grid-based) computing resources.

Explicitly, the principal objectives of EXPReS are:

- To develop an operational, production-grade e-VLBI network that is capable of
simultaneously transferring data at aggregate data rates of up to 16 Gbps, from telescopes
located across the globe, through to the central data processor at JIVE via public networks
operated by the NRENs & DANTE (GEANTY),

- To expand the number of e-VLBI capable telescopes in Europe by either supporting the
provision of additional last-mile (local-loop) connections or upgrading existing fibre
connections to Gigabit Ethernet standard. In total, at least 12 European telescopes will be part
of the e-VLBI network offered to astronomers,

- To transparently include the UK e-MERLIN telescope array within the e-VLBI facility.

- To support the connection of radio telescopes located outside of Europe, recognising that
VLBI is very much a global pursuit, requiring network provision to telescopes in the US,
Asia, South Africa, Australia & South America. By including telescopes across the globe, we
aim to offer a 16 telescope e-VLBI array to astronomers,

- To reliably service and robustly process in real time, e-VLBI data streams of up to 16
Gbps (net) at the EVN data processor at JIVE.

- To ensure that this state-of-the-art, real-time e-VLBI network is able to conduct "Target
of Opportunity" and "Rapid Response" science, reacting reliably and flexibly to unexpected
astronomical events, such as supernovae explosions, giant magnetar & x-ray binary flare
stars, (orphan) radio gamma-ray bursts and other transient phenomena,

- To assess the suitability of advanced networking and computing technology to support
the creation of a next-generation e-VLBI network in which the aggregate data flows will be
many hundred of Gbps with a data processing environment possibly based on distributed
Grid-based computing resources,

- To investigate how the new radio astronomy facilities now under development (e.g. e-
MERLIN in the UK, and LOFAR in the Netherlands, Germany and Sweden), can further
expand using e-VLBI as a model for their own use of public communication networks,

- To promote and demonstrate the way in which communication research networks can be
used to create enhanced, large-scale distributed scientific facilities and strengthen the links

between radio astronomers, engineers, network operators and Grid computing experts via a
comprehensive programme of networking activities.

2.2 Relevant to the objectives of Communication Network

The integrated nature of the proposed programme is strong:
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Specific Support Activities: EXPReS contains 2 interdependent Specific Service
Activities (SA) and these form the core of the overall proposal. SAl aims to realise a
production-level e-VLBI service in which data can be transparently transferred to the data
processor at JIVE, generating net data flows of up to 16 Gbps. An important part of the
overall effort will be to ensure that when the data arrives at JIVE, it can be processed in real-
time in a robust manner, with a level of reliability that closely approaches that achieved via
traditional (non-realtime) VLBI data processing. A corner stone of the project is to ensure that
the telescopes of the MERLIN National Facility (operated by Jodrell Bank Observatory in the
UK), will also participate transparently within this e-VLBI network. SA2 aims at expanding
the number of radio telescopes that have direct access to the GEANT network, and thus the
EVN data processor at JIVE. In particular, we wish to stimulate and partially finance "last
mile" connections to some of the largest and most sensitive radio telescopes in the world. In
some cases we wish to improve and enhance existing communication services to these
telescopes. The vast majority of the radio astronomy partners within EXPReS already
participate in VLBI observations, and are operated by institutes that are members of the EVN.
SA2 aims to create links to telescopes and radio telescope facilities in Europe, Asia, Australia,
South Africa, South America and the USA. Critical review of the progress made by SA1 and
SA2 (and their management) will be partially provided by the Network Activities, NA1, NA2
& NA3.

Joint Research Activities: EXPReS also has a strong research component - addressing various
issues including the possibility of replacing the current data processing system at JIVE with a
distributed Grid-based e-VLBI processing system, a system that would naturally increase in
performance and capability as the Grid itself evolves and expands. Another component of the
EXPReS research programme is to test the potential of new communication technologies, data
acquisition platforms and emerging network techniques (such as lambda-switched networks)
to investigate the practicality of supporting aggregate telescope data rates of several hundred
Gbps across next generation public networks - potential successors to GEANT2. There is
expected to be considerable synergy between SA1 and JRAI, particularly in the area of
network performance and adopted transport protocols. It is expected that some of the results
associated with JRA1 may feed back into SA1 on a time scale shorter than the overall
EXPReS programme duration.

Networking activities: The networking activities supported by EXPReS form the bonds that
will tie together the other active elements of the EXPReS programme. The NA2 "EVN-NREN
Forum" will support project-wide (face-to-face) technical meetings and provide the day-to-
day coordination and communication instrument (the existing EVN-NREN e-mail forum) that
will address all the participants involved in the major elements of EXPReS (SA1, SA2 and
JRA1). This form of alliance and engagement between technical experts from the network and
radio astronomy community has been crucial in the success of the current e-VLBI Proof-of-
Concept project, and we seek to continue this under the auspices of NA2. The migration of e-
VLBI from a technical development into an astronomical instrument also requires input from
professional astronomers and other end-users. NA3 "e-VLBI Science Forum" will ensure a
forum for contact between developers of the EXPReS e-VLBI infrastructure and astronomical
users of the instrument. There will be significant overlap in the membership of the bodies
associated with NA2 & NA3. Both NA2 & NA3 will report directly to NA1 (responsible for
the overall management of EXPReS) and will also support the dissemination of e-VLBI
scientific and technical results at major networking and astronomical conferences. NA4 "e-
VLBI Outreach" will support public outreach activities associated with EXPReS. It will be
pivotal in presenting the technical and scientific successes of EXPReS to the broader
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community, especially during networking and other scientific events. As discussed in NAI,
"Management of EXPReS", the EXPReS programme will have a strong and efficient
management structure. This will include provision for a project manager who will be
responsible for the overall management and coordination of the different elements of
EXPReS, and will critically monitor the overall progress of the 13, taking into account input
from the NA2 and NA3 chairs, and the leaders of the JRA and SAs.

2.3 Long term sustainability and structuring effect

EXPReS brings together (on a truly global scale) scientists and engineers from the radio
astronomy community, working together with experts in operational, high-speed
communication networks, and developers of high-performance network software and
hardware platforms. By the nature of their activities, both the VLBI and networking
communities are at the forefront of international collaboration. Both know the benefits (and
possible pitfalls) of close cooperation with international partners, and over the last few years
both communities have moved closer together as they became familiar with the roles,
motivation, activities and cultural characteristics of the other. In short, the EXPReS partners
have already demonstrated that they can work together as a very effective team; there is an
opportunity now to further strengthen this unique collaboration and get on with the job of
developing e-VLBI as a powerful, real-time astronomical instrument, a distributed facility in
which the network itself is performing the same focusing function as the curved parabolic
dish of a single giant radio telescope of continental and intercontinental dimensions. EXPReS
includes the leading radio astronomy institutes in Europe, united in a common vision that
recognises e-VLBI as the leading radio astronomy project on a truly European and Global
dimension. The realisation of the EXPReS objectives will serve to strengthen the European
VLBI community; providing researchers with access to a unique e-infrastructure: a state-of-
the-art, real-time e-VLBI instrument, based on advanced, public network technology and
capable of transforming the reliability and operational flexibility of VLBI. Such an instrument
will engage the interest of the entire astronomical community, especially with respect to its
capability to conduct "rapid-response” follow-up observations of unexpected (transient)
events. Building on the e-VLBI Proof-of-Concept project, EXPReS will also be a vehicle that
considers how future networks can accommodate the increasing demands of the radio
astronomy community, both in terms of an expanded and higher performance e-VLBI
network, and European access to remote instruments sited in other areas of the world (e.g.
Chile, South Africa and Australia).

3. Potential Impact

EXPReS will realise the first operational e-VLBI network dedicated to astronomy. This will
be a unique facility in Europe and will be competitive with similar projects now being
planned in Australia and Japan. The creation of a real-time e-VLBI network will represent an
important step forward for European astronomy and will be a technological pathfinder for
future, next generation instruments, such as the Square Kilometre Array (SKA). The SKA is
included in the ESFRI “list of opportunities” — as one of the large global projects that might
be developed within FP7. In particular, the technology (both software and hardware)
developed for EXPReS will address various issues that are relevant to SKA, including
distributed data processing (both data correlation and data analysis) and station-to-station
communication over distances of up to 4000 km. Elements of EXPReS may have a much
wider impact. e-VLBI data transfers are already exercising high-speed networks such as
GEANT?2, and discovering new and more efficient ways of transferring data using new or
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modified communication protocols. Specifically, EXPReS will also pioneer the use of lambda
switching with the first e-VLBI tests between the UK and Dwingeloo already underway.
These innovations should have widespread application, not only in the research community
but also the wider-society — improving everyday Internet connectivity (in particular high
bandwidth video and high fidelity audio applications). Scientific and related engineering
results from EXPReS will appear in refereed journals and conference proceedings. All
astronomy related results will also appear on the astro-ph preprint server. For results that are
of public interest, we will generate and distribute special press-releases to national and
international press agencies. This will be part of the activities supported by Networking
Activity NA4 “Public Outreach, Dissemination & Communication”. Other activities of NA4
will include the production of brochures, promotional folders and a transportable EXPReS
display board — all these will be aimed at informing the layman of the activities supported by
EXPReS. These materials will be used by the radio astronomy partners (and possibly the
NRENSs) during PR events such as annual open days.

VLBI is by its very nature an international pursuit. Collaboration on a European and indeed
global scale is unavoidable, and has been successful over a period that spans almost 4
decades, beginning in 1968 with the first transatlantic VLBI fringes between Onsala (SE),
Haystack and Greenbank (USA). Clearly working at a European level is essential for a project
such as EXPReS with many of the telescopes located in various EU countries, as well as
farther a field (China, USA, South Africa & Chile). The European and global dimension of a
distributed e-VLBI network fits easily into the international reach of today’s high-speed
networks, in particular GEANT. On a national level there are several projects that compliment
EXPReS. In the UK the ESLEA project (Exploitation of Switched Lightpaths for E-Science
Applications) will study how switched optical networks (UKLight) can benefit two of the
most network-intensive application areas, High Energy Physics (HEP) and VLBI. ESLEA is
led by Peter Clarke (NeSC) and includes HEP and VLBI researchers at the University of
Manchester. UCL is also involved. The specific e-VLBI related goal of ESLEA is to use light
paths to connect radio telescopes in the UK to the correlator at JIVE. The results arising from
this work will benefit EXPReS directly and will hopefully be applicable to other telescopes
located in other (European) countries. In the Netherlands a consortium led by JIVE (and
including SARA, the Computing and Networking Services Organisation, the Universities of
Amsterdam & Leiden have recently submitted a proposal to the NWO-STARE programme —
this project is intended to enhance cooperation between astronomers and networking experts
and will hopefully provide additional matching for EXPReS (JRA1- FABRIC).

3.1 Contributions to standards

As the use of e-VLBI becomes more and more prevalent, so the importance of a standard
framework for the transport of VLBI data across wide area networks and between various
data acquisition and data processing systems increases. To address this problem a VLBI
Standard Interface — Electronic (VSI-E) standard has been defined — currently in draft form.
This is going through the standard process of review within the VLBI community and is
expected to be adopted by the international VLBI community within the next 12 months. The
main objectives of VSI-E are (i) interoperability, (ii) Internet friendliness, (iii) ease of
implementation and (iv) transport flexibility — permitting users to choose the transport
mechanism and protocols that best suit their networking environment. EXPReS is expected to
adopt the VSI-E standard and Work Package 5 (SAl) includes a task to absorb the new
standard and develop the new hardware and software interfaces that will be required in order
to take full advantage of VSI-E.
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3.2 Contribution to policy developments

EXPReS brings together the major radio observatories in Europe and beyond, together with
various NRENs — some directly, others indirectly (via NA2). The goal of realising a reliable
and robust real-time e-VLBI network will be a significant achievement that will influence the
way in which major global scientific projects evolve — in particular the SKA. In addition, it
will demonstrate to other research communities the transformational nature of high speed
networks and will bring to the attention of regional, national and European funding agencies,
the relevance of investing in research networks and the need for future investment in this area.
Given that many of the EXPReS partners are also members of RadioNet, the success of
EXPReS will be relevant to the development of radio astronomy within RadioNet’s mandate
to coordinate the radio astronomy community within Europe, with particular reference to the
construction of next generation (global) radio instruments.

3.3. Risk Assessment

There are no potential risks for citizens or society associated with the EXPReS I3 — at least in
matters of ethics, safety and security. If the EXPReS project were to fail in its basic aim (to
deliver a real-time e-VLBI network to the global community of astronomers), then the major
effect would be a reduction in Europe’s scientific output. An opportunity will have been lost
for Europe to take the lead in this area and the reputation and perception of the European
radio astronomy community would be very much diminished.

We believe the risks of failure in EXPReS are small but not insignificant. We discuss some
areas of concern and assess their impact on the overall project.

The main technical risk is that a large fraction of the telescopes that we aim to connect to
JIVE cannot be connected, or at least, cannot be connected at reasonable cost (the main risk in
EXPReS is thus largely associated with SA2). There are also 3 telescopes within SA2 that are
currently under construction (Sardinia — IT, Miyun & Kunming — both CN) and one that is in
the process of acquiring VLBI capability (VIRAC). We see these telescopes as having the
largest risk in this regard. There is also a risk that the substantial levels of non-EC co-
financing that is required to realise these high-speed telescope connections may not be
realised, at least in some cases. It is difficult to estimate the risk in some cases.

An additional concern for telescopes located outside of Europe (in particular the Chinese,
South African & South American telescopes), is the availability of a high-speed (at least 2-3
Gbps) inter-continental network between GEANT and other associated international
networks. We are encouraged by the success of the ORIENT proposal that aims to link China
and Europe at several Gbps, but the case of South Africa, for example, appears to be less
positive. It is implicit that the EXPReS project relies on free access to the GEANT2 network
but we understand GN2 is funded beyond the duration of EXPReS. The levels of useage
planned by EXPReS are also within the application boundaries accepted as reasonable use by
DANTE.

In terms of the timeliness of deliverables and milestones, it is likely that SA2 by its uncertain
nature, will show the largest deviations from the 18 month plan presented in this document.
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However in all these matters it is important to realise that the current e-VLBI array is already
quite large and via EXPReS we are confident of further enlargement with the addition of the
Medicina (IT), Yebes (ES), Metsahovi (FI) and Effelsberg (DE) telescopes being very likely.
The addition of the giant 100-m Effelsberg telescope deserves special comment in this section
— it will be crucial in the success of EXPReS providing a critical mass that will make the e-
VLBI EXPReS network very attractive to the broad astronomical community. Currently 8
different telescopes are connected to JIVE and the addition of these other 4 telescopes (via
SA2) will ensure that SA1 can provide a robust and reliable e-VLBI service to the
community.

Compared to SA2 the risk associated with SA1 is small. One small point of concern within
SA1 is the upgrade of the data processor at JIVE — the full upgrade depends on the
availability of a new (VSI-E compatible) PC playback system (the Mk5B) that is currently
under development at the MIT Haystack Observatory in the USA and will then be
manufactured by a commercial company (also in the US). Currently the timescales associated
with these developments in the US and the associated requirements of EXPReS are well
matched and we do not expect this to change.

Naturally there is some risk associated with JRA1 — otherwise it would not be a research
programme. It’s important to realise that the success or failure of JRA1 has only a minor
bearing on the success of SA1 and SA2 i.e. the major goal of EXPReS — providing a real-time
e-VLBI service. JRA1 is very much future oriented — the success (or otherwise) of JRA1 will
thus have a profound impact on future developments in e-VLBI with failure risking further
support in this area at both national and European funding levels.

4. Outline implementation plan for the full duration of the I3

EXPReS includes 4 Networking Activities (NA1-4); 2 Support Service Activities (SA1 &
SA2) and 1 Joint Research Activity (JRA1). These various components of EXPReS are
described below.

4.1 Networking Activities
NA1 — Management of the EXPReS I3

NALI focuses on the management of all aspects the EXPReS 13. The EXPReS 13 will be run
by a governing board (hereafter termed the Board) whose members will comprise the
Directors or representatives of all the institutes involved in the 13. The overall coordinator of
EXPReS is Dr. M.A. Garrett (Director JIVE). He will be the contact person for the European
Commission and will be aided by the appointment of an EXPReS Programme Manager and
an Administrative Assistant. The coordinator, project manager, administrative assistant and
the leaders of SA1, SA2 and JRA1 will form the EXPReS Management Team (EMT). The
EMT will implement decisions made by the Board. The Project Manager (together with other
members of the EMT) will be responsible for the day-to-day management of EXPReS and
will continuously monitor the status of all project activities, including the generation of
deliverables, meetings, financial & technical reports and the completion of milestones.
Members of the EMT will be located at JIVE, except Dr. F. Colomer (leader of SA2) who
will be based at OAN.
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NA2 — EVN-NREN Forum

The chairman of the NA2 EVN-NREN forum will be Dr. John Chevers (DANTE). The EVN-
NREN forum will bring together a broad range of expertise from all parts of the EXPReS
consortium, both the networking and radio astronomy partners. Face-to-face meetings of this
group will take place once per year and the maintenance of an EVN-NREN email forum will
facilitate continuous dialogue through the rest of the year. NA2 will address the resolution of
various technical problems that arise, provide input into project planning, define evolving
programme objectives, and critically assess/review the results arising from SAl, SA2 &
JRAT.

NA3 — e-VLBI Science Forum

The chairman of NA3 e-VLBI Science Forum is Dr. John Conway (Onsala Space
Observatory). This activity will partially support the existing e-VLBI Science Advisory
Group (eVSAG, also chaired by Dr. Conway). NA3 activities will be to ensure that potential
users of the EXPReS e-VLBI facility are well informed of the instrument’s scientific
capabilities and are able to generate and submit technically sound observing proposals. An
online e-VLBI Science discussion group will be set up so that e-VLBI users can provide
direct feedback to the eVSAG. The eVSAG is also charged with identifying the potentially
new and transformational capabilities e-VLBI can deliver to the astronomical community.
The group will also play a crucial role in ensuring that developments within the EXPReS
project are closely coupled to the scientific demands and requirements of the community. In
addition to organising face-to-face meetings once per year, the eVSAG will also organise an
international e-VLBI Science and Technical Workshop during the course of the EXPReS
project. The EXPReS coordinator is also a member of the eVSAG.

NA4 — e-VLBI Outreach, Dissemination & Communication.

NA4 will address the needs of EXPReS in terms of internal project communication,
dissemination of project results to the broader networking and scientific research community
and public outreach. An EXPReS Outreach Officer will be appointed (a half-time position)
and NA4 activities will benefit from close coordination with the RadioNet Outreach Office at
Jodrell Bank. The outreach officer will be responsible for setting up the EXPReS web pages,
including wiki-based project management and communication tools. He/She will help
organise EXPReS related PR and outreach events, promote EXPReS at key networking and
astronomy meetings, produce a range of high quality publicity material (including a
transportable EXPReS display stand, brochures, merchandise), create and manage a database
of all EXPReS presentations, generate Press Releases, create and distribute information about
the EXPReS e-VLBI service that is relevant to end users from the astronomical community.
NAA4 has interaction with every component of EXPReS and it is a key element in the success
of the project, especially from an external perspective. The outreach officer will be based at
JIVE and will be aided by local administrative staff.

4.2 Specific Support Activities

SA1: Production e-VLBI Service
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The goal of SAI is to realise a production level, real-time e-VLBI service and make the
unique features of the distributed infrastructure available to the astronomical community at
large. Various work packages in SAl aim to upgrade the existing VLBI data processor at
JIVE so that it can robustly and reliably process e-VLBI data in real-time, correlating data
from as many as 16 telescopes each delivering data at rates of up to 1 Gigabit per second
(Gbps). As well as accepting data from standard VLBI telescopes, the data processor will also
transparently correlate data from the UK’s e-MERLIN network of telescopes. SA1 will be led
by Dr. Arpad Szomoru (JIVE) and the work will be carried out at JIVE and the University of
Manchester, Jodrell Bank Observatory (operators of e-MERLIN). Dr. Simon Garrington will
be responsible for the e-MERLIN aspects of SA1. Three new appointments will be made: a
software engineer and network engineer, specialist software/hardware engineer, a support
scientist (all to be located at JIVE), and a senior digital engineer (to be located at Jodrell
Bank). In addition to the upgrade of the data processor SA1 activities will include (i) software
development in order to ensure satisfactory high-speed data transport across GEANT22, (ii)
development of online scheduling, monitoring and pipeline data analysis tools required in
order to return feedback to the telescopes and scientific data rapidly to the user as soon as
possible, (iii) introduction of new hardware and software devices that comply with emerging
e-VLBI standards (e.g. VSI-E), including explicit provision for transparent connectivity of
the e-MERLIN telescopes. SA1 is very much at the heart of the EXPReS, it will enable robust
e-VLBI observations to be made with the telescopes that are already connected to JIVE via
GEANT?22, success in procuring further telescope network connections via SA2 will extend
the array further and significantly enhance its scientific capabilities.

SA2: Network Provision for a global e-VLBI array

SA2 aims to connect various radio telescopes located in Europe, China, South Africa, Chile
and the USA to the EVN correlator at JIVE via the GEANT2 (and other international and
national) research networks. SA2 will provide partial funding for network provisioning, but
the majority of costs will be covered by the local authorities, regional & national governments
and the radio observatories themselves. SA2 will be led by Dr. F. Colomer (OAN). The first
activity will be to define the extent of the last-mile problem at each radio telescope location
and consider what is the optimum and most cost-effective solution. A dynamic status report
will be created that will be updated through the duration of the EXPReS contract. Each of the
radio telescope institutes will be responsible for raising funds for network provisioning and
negotiating their own network connection. They will lobby relevant NRENs and local
network providers and sources of possible funding. DANTE may also play an important role
in cultivating this process. When network connections have been achieved the link will be
tested and real-time e-VLBI capability verified. SA1 will be able to test additional telescope
links, as they become available — experience has already shown that once the link is in place
real-time operations can begin almost immediately. Connection of the Chinese telescopes
relies on the successful implementation of the ORIENT research network, linking China and
Europe at 3 Gbps.

JRA1: FABRIC - Future Arrays of Broadband Radio Telescopes on Internet
Computing

FABRIC is the research oriented component of EXPReS that looks towards the future
development e-VLBI. In the next decade it is hoped that individual telescope data transfer
rates across public research networks will increase to at least several tens of Gbps, similar to
the type of connectivity currently enjoyed by private networks (e.g. e-MERLIN & LOFAR).
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The processing of multiple 30 Gbps data streams will require a significant upgrade of the
existing data formatting and transport mechanisms/protocols, as well as a much larger data
processor capacity. JRA1 will address all of these aspects and will be led by Dr. H.J. van
Langevelde (JIVE). Other key players are PNSC, MRO, MPIfR, JBO, OSO & ASTRON. A
key objective of the research programme is to demonstrate scalable connectivity (at up to 10
Gbps) and to develop a prototype e-VLBI software correlator utilising local PC clusters and
finally (multiple) distributed Grid-based computing nodes. The aim is to establish e-VLBI
data processing as a possible future Grid application. Much of this work will also be
applicable to next generation radio telescopes such as the SKA.

4.B - PLANS

4.1 Plan for using and disseminating knowledge.

EXPReS activities will result in the generation of new knowledge. One of the aims of the
consortium will be to disseminate such knowledge as widely as possible. EXPReS will have
an Office for Public Outreach and a public website ran by the EXPReS Outreach Officer. The
web-site will contain information on all of EXPReS’s activities; the public minutes of
EXPReS meetings; the electronic proceedings of workshops arising from the networking
activities; and lists of, and links to, preprints and publications arising from all EXPReS
activities.

All EXPReS partners will be actively encouraged to participate in international conferences
and workshops (both in the astronomy and networking domains) and to give papers and
posters at such meetings. The astronomers benefiting from the e-VLBI service will be
encouraged to publish their scientific results in refereed astronomical journals (such as
Astronomy & Astrophysics). Technical results arising from SA1, SA2 & JRA1 will also be
published in appropriate engineering and/or scientific journals.

The EXPReS Management Team (EMT) will develop and maintain an Intellectual Property
(IP) register. This will be updated on a regular basis. IP will be a standing agenda item at the
Board meetings.

It will be a requirement that EXPReS and the EC-funding be acknowledged in all
publications. All reasonable attempts will be made to ensure that a significant level of public
outreach is maintained. This might be through public lectures at EXPReS facilities; the
maintenance of the EXPReS website and interaction with amateur astronomical associations.

4.2 Gender Action Plan

It is self-evident that astronomy as a whole is dominated by males. There appears to be a
similar (but less prevalent) trend in the Research Network community. This is not a deliberate
policy on behalf of the governing institutions of science or research but appears to be a
consequence of social pressures. Similar gender statistics are seen in most other physical
sciences. In some countries, e.g. France and Italy it is common to find females occupying
senior posts within institutes; in other (mostly Northern European) countries that is less
common. What is noticeable over recent years is that there are an increasing number of young
female astronomers and engineers entering the profession. It is our hope that this will develop
into a more equitable distribution of the genders in the future.
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All institutes involved in EXPReS have a policy of promoting and developing their staff
equally, regardless of gender or race. JIVE, the coordinating institute of EXPReS, has created
(together with ASTRON) a “Diversity Committee” in order to ensure any issues of gender
and race are brought to the attention of all management levels. The EXPReS Board will
ensure that appointments to positions of responsibility within the project will be made entirely
on merit. The EXPReS consortium will promote equality in the treatment of members of its
personnel regardless of sex, ethnic origin, physical handicap, sexual orientation or religion.
The process of recruitment and promotion within EXPReS will be fair and transparent — all
appointments will be made on the basis of merit alone and the selection panel will (whenever
possible) include a female staff member that is involved in drawing-up the selection criteria
and participates in the interview process. The EXPReS partners are resolved to promote
policies and practices that encourage equality of opportunity in all respects. They endeavour
to provide a working environment that is free of discrimination or harassment, that addresses
the day-to-day needs of all genders, religions and race, and that enables all personnel to work
in an atmosphere of safety, dignity and mutual respect. Where appropriate, flexible working
hours (including possible part-time appointments) and the ability to work at home will be
encouraged within EXPReS.

A female participant within the EXPReS project will be charged with considering and
monitoring all gender aspects of the EXPReS project through the duration of the work
programme. She will also solicit input from other staff involved in EXPReS and will report
any concerns to the coordinator and (as necessary) the EXPReS Board. The publicity
materials prepared within NA4 (Public Outreach, Dissemination & Communication) will
include the use of language and pictures that are inclusive of women and support a positive
image of their role in research projects.

4.3 Raising public participation and awareness

EXPReS is strongly committed to engaging both the broader research community and the
general public in terms of the exciting developments (both ain terms of astronomy and
research networking) that will be associated with the development of a distributed, real-time
e-VLBI telescope of global dimensions. The actions described in NA4 (XXXX) will enable
the project as a whole to develop a coherent and visible outreach programme. In particular,
the outreach materials (brochure, leaflets, posters, press releases, magazine articles and
transportable display boards) generated via NA4 will be used in the successful outreach
programmes that the individual EXPReS radio observatories and other partners currently
operate. For example, several of the radio observatories host significant visitors centres
(Effelsberg, Medicina, Jodrell Bank, Parkes, Haartebeesthoek and Arecibo) that will be able
to make good use of NA4 publicity materials. Other EXPReS partners hold annual open days
for the general public (e.g. ASTRON and JIVE), and many are actively involved in
developing and supporting the role of scientific research in local education establishments
(both primary and secondary schools). Almost all the radio astronomy institutes are associated
with University departments where staff teach courses in Physics & Astronomy and supervise
PhD students and postdocs. Some technical institutes such as ASTRON are also involved in
jointly developing engineering courses with local colleges.

The materials generated by NA4 will be useful in profiling EXPReS to the general public

internationally. JIVE recently hosted a major EC PR Event on the Future of Research
Infrastructures in Astronomy in which e-VLBI (and EXPReS) appeared prominently. The
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event was attended by the Commissioner for Science and Research (Janez Potocnik), the
Dutch Minister for Education (Maria v.d. Hoeven) and over 70 international journalists. The
results of EXPReS (and in particular their distillation within NA4) will feed back into future
events such as this, and will also positively impact the existing outreach programmes of the
individual EXPReS institutes. EXPReS will also produce results that will be useful in
maintaining strong links between the observatories and with local amateur astronomy
associations.

4.C Milestones

The EXPReS project will deliver several major milestones over the duration of the three year
contract.

4.7 Major milestones over the full project duration

The formal start date of the EXPReS contract is 1 March 2006. We have chosen this start date
so that we may hit the road the running — in particular it is our intention for almost all the
addition FTEs associated with EXPReS to begin working on the project from day 1, month 1,
year 1. These appointments will include key personnel, including the Project Manager and
Administrative Assistant. Early appointments of this type will be important in order to
establish good progress in what is a very tight project plan. While formally these are not
milestones within the contract duration, success in this area will ensure EXPReS gets off to a
flying start.

It is important that the EXPReS project offers users a e-VLBI service from the very start of
the project. In this regard a major milestone will be the publication of an e-VLBI Call for
Proposals — in order to have full penetration into the astronomical community the text of this
Call will be included within the general EVN and Global VLBI Call for Proposals. It is
expected that this Call will appear about 2 months before EXPReS formally starts. We can
expect to start observing our first experiments in month 3 or 4 of the EXPReS contract. The
service offered will clearly be limited at this early stage of the EXPReS programme but we
expect that some competitive science projects will be scheduled, perhaps including some sort
of Target of Opportunity observing programme. The Call for proposals will be repeated
throughout the duration of the EXPReS project — each Call will have a deadline 1, February, 1
June and 1 October.

At this early stage of attracting new e-VLBI users, it will also be important to ensure that the
EXPReS Web Pages are up and running — both in terms of external and internal
communications. Clearly, it will be important to have a meeting of the Consortium Board as
soon as the project kicks-off — these milestones are scheduled to occur within the first 2
months of the contract start date. Similar kick-off meetings are planned for the eVSAG
(NA3) and the EVN-NREN forum (NA2). Further meetings of these bodies will also
represent major milestones throughout the duration of EXPReS. In particular, the e-VLBI
Science and Technical workshop to be held at Onsala Space Observatory will be a major
highlight of the EXPReS project. We hope to demonstrate several key science results, along
side the technical developments supported by EXPReS. This will be an international meeting,
attracting e-VLBI experts from around the world.

We expect to make significant progress in SA2 (telescope connectivity) over the first 12

months. Almost all telescopes are required to provide a feasibility study of the last-mile
connection status in month 6 of the project. We are cautiously optimistic that several
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telescopes that are currently not connected to GEANT2 will be well advanced in obtaining
high-speed connections to GEANT within 12 months of the project start date. This advance
guard” is likely to include in its numbers Medicina, Metsahovi and possibly Effelsberg. A
significant milestone will be the detection of real-time e-VLBI fringes to Medicina (currently
planned for month 10).

The first 12 months of EXPReS promise to be busy ones for SA1 — Production e-VLBI
Service. This is perhaps the most important and fundamental of the activities within EXPReS
and there is an ambitious time-line that requires substantial progress to be made within the
first 12 months. The success of EXPReS is firmly embedded within the project planning of
SA1. The major milestone within the first 12 months will be to significantly improve the
robustness and reliability of real-time e-VLBI correlation at JIVE and to be able to control the
data sources (at the telescopes) centrally. At the same point a choice will be made with respect
to the choice of transport protocols — very likely this will a switchable option allowing us to
choose the optimal solution depending on network conditions. In addition, the nature of the
VLBI astronomy observations might also important in choosing between protocols — in some
cases a high data rate with relatively large losses may be optimal — at least in terms of the
scientific goals (often governed by limited atmospheric coherence times).

At the end of the first reporting period we also hope to provide some sort of limited Target-of-
Opportunity adaptive scheduling capability. Within SA1 another key milestone is the
transparent incorporation of e-MERLIN telescopes with the e-VLBI network. The first tests
are scheduled for month 15 using local MERLIN telescopes at Jodrell, and by month 18 we
should also receive the first data from remote e-MERLIN telescopes located outside of JBO.

During the second half of the EXPReS programme, efforts within SA2 will focus on the
connection of the telescopes in China and South Africa. Milestones will again be the detection
in real-time of e-VLBI fringes to these telescopes. A real-time e-VLBI pipeline should also be
made available at the correlator and sophisticated monitoring tools will also be in place.
These will be useful for staff located at both JIVE and the remote telescope sites.

The first major milestone of the FABRIC project will be the correlation of at least one
baseline at a data rate of up to 4 Gbps. One option for this is to use the prototype e-MERLIN
correlator, sited at Jodrell Bank Observatory in the UK and currently scheduled for delivery in
2006/7. The target will be to connect one EVN telescope from outside the UK using a link
with multi-Gb/s capacity and demonstrate that this can be achieved using the prototype data
acquisition system. The projected date for this milestone is month 23. For the second major
milestone up to 5 telescopes will observe and deploy distributed correlation, resulting in a
scientific product of comparable size and improved quality over existing observations. The
bandwidth of such an experiment would be limited (< 256 Mbps), but the whole scheme will
be easily scalable to higher data rates. This milestone may be reached in month 35. FABRIC
paves the way for a much more ambitious e-VLBI programme under FP7.
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5. DETAILED IMPLEMENTATION PLAN (FOR FIRST REPORTING PERIOD
PLUS 6 MONTHS)

5.A EXPReS NETWORKING ACTIVITIES

S.A1LACTIVITY NA1-MANAGEMENT OF THE EXPRESI3

5.A.1.1. QUALITY OF THE MANAGEMENT OF EXPRES

The EXPReS I3 will be managed and run by a Consortium Board of Directors. The Board
will comprise the Directors (or their representatives) of all institutes involved in EXPReS.
Members of the Board will have authority to make decisions on behalf of their institutes. The
Coordinator of EXPReS will be a member of the Board of Directors, but not its Chairman.
The Board will elect a Chairman who will serve for a period of three years (the full duration
of the proposed contract). The coordinators of the complimentary 13s — GN2 and RadioNet,
will also be members of the EXPReS board. Most of the partners of this proposal are
members of RadioNet — if successfully funded the EXPReS consortium agreement will use
this as an advanced starting model.

The board will make decisions based on consensus. If consensus cannot be achieved, then a
decision will be passed by majority vote of a quorum. A quorum will be achieved if 2/3 of the
Board members are present. The Board will be able to take decisions by meeting face-to-face
(see JIVE MoU). New applicants to EXPReS will be accepted only by a unanimous decision
of the Board.

The EXPReS Coordinator will be the contact person with the European Commission. He will
be the person through whom the EC contribution is paid and will be ultimately responsible for
administering the distribution of the financial contribution according to decisions taken by the
EXPReS Board regarding its allocation to participants and activities. The position will not be
funded by EXPReS but by the Coordinator’s institute; it will require ~ 25% of the
Coordinator’s time. The proposed EXPReS coordinator is Dr. Michael A. Garrett, Director of
the Joint Institute for VLBI in Europe, Dwingeloo, The Netherlands.
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Funds for the I3 will be received by the Coordinator and will be distributed as agreed by the
EXPReS Board in accordance with the plan agreed with the EC. Financial dealings will be in
accordance with an institute’s own financial policies and procedures. Each institute will be
required to conduct an annual audit of costs following their usual policies. 10% of all
EXPReS funds will be held in a central contingency account. These may be used at the
discretion of the Board but, under normal circumstances, can be expected to be distributed to
the activities for which they were originally intended. This will add much needed flexibility to
the management of EXPReS as the project evolves.
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Each Networking Activity, Specific Service Activity and Joint Research Activity will have an
identified team leader. This individual will be responsible for producing the main deliverables
of that particular activity. In particular, each NA, SA and JRA will be required to generate
provide input into the Monthly Highlight Reports, Quarterly Management Reports (QMR)
and Annual Reports (including financial reports) to the project management (NA1) and the
Board of Directors. These annual reports will form part of the material required for the EC
year 1, 2, 3 & Final Reports. Each activity will be largely responsible for its own internal
management. The team-leader will also be responsible for planning all activities of the JRA,
NAs & SAs, monitoring and managing the overall effort of the activity, and reporting on
progress to the Board and to the EXPReS coordinator. These team leaders are already
identified and are senior members of staff at the EXPReS partner institutes, with a wealth of
experience in managing distributed projects involving many international partners.

The day-to-day management of EXPReS and its various activities will be led by the EXPReS
Coordinator, supported by the EXPReS Management Team (EMT). The membership of the
EMT will include the team leaders of the major elements of the project, in particular SA1,
SA2 and JRAL. In addition, the EMT will require additional staff effort. This will be funded
by EXPReS and will include:

e A Project Manager (PM) 1.0 FTE
¢ Financial & Administrative Assistant (0.5 FTE)

The Project Manager (PM) will be responsible for the day-to-day operation of EXPReS and
the EMT. He or she will have a strong engineering or scientific background and will be the
“eyes and ears” of the coordinator; he or she will be responsible for the general oversight of
all EXPReS activities. The PM will be expected to attend meetings associated with the
various project activities, reporting back to the coordinator, and ultimately the EXPReS
Board. He or she will be responsible for coordinating the generation of all reports associated
with EXPReS including the monthly, quarterly and annual reports to the EC. The project
manager will be responsible for monitoring the quality of reports and the timely production of
deliverables. The leaders of the various EXPReS activities will be allocated an annual budget
by the PM, as approved by the Board. The Project manager (aided by the financial and
administrative assistant) will be responsible for all financial aspects of EXPReS, including the
generation of mid-year and annual reports. He or she will also be the primary contact person
for technical details regarding EC contractual issues. The production of the minutes of the
EXPReS board meetings will also be the responsibility of the Financial and Administrative
Assistant. The administrative assistant will also play a leading role in organising EXPReS
events e.g. meetings of the board, workshops etc.

Table N1.1: Management Costs of EXPReS (JIVE)

Activity Costs per annum. EC Total  EC | Grand

contribution | request Total
EMT  Staff | €81000 x 3 yrs (incl. | 83% €202500 €243000
Personnel 20% overhead)
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Coordinator | 25% of 100000 (incl. | 0% €0 €75000
20% overhead)

Travel €20000 (25  board | 100% €40000 €60000
budget members, 1 meeting
per year @ 800 Euro)
Admin. costs | Audit certificates 19 | 100% €28600 €28600
partners @ €1500 over
3 years

Annual Total | €135500

Totals €271100 €406600 |

The overall management structure and communication flow within the consortium is
presented in Figure N1.1. Note that for efficiency, the Project Manager and the Financial &
Administrative support will be located at the same institute as the Coordinator, viz. JIVE. The
community financing for the Management of EXPReS includes a travel budget that will
support travel to EXPReS Board meetings and will also be used to support the travel of NA1
staff to meetings associated with EXPReS activities.

Table N1.2 ACTIVITY DESCRIPTION (REPORTING PERIOD PLUS 6 MONTHS)

Activity number : | NA1 Start date: Month 1, Year 1

Participant (Short name): JIVE AARNET | DANTE | PSNC SURFnet
Expected Budget 110000 1300 2000 1000 1000

per Participant:

Requested Contribution 70000 1000 1000 1000 1000

per Participant:

Activity number : | Start date: Month 1, Year 1 |

Participant (Short name): | ASTRON | CNIG- | CSIRO | HARTRAO | INAF
IGN

Expected Budget 1000 1000 1000 1000 1000

per Participant:

Requested Contribution 1000 1000 1000 1000 1000

per Participant:

Activity number : | NA1 Start date: Month 1, Year 1

Participant (Short name): | MPIfR | MRO NAIC | NCU 0SSO ShAO | TIGO
Expected Budget 1000 1000 1000 1000 2000 1000 1000
per Participant:

Requested Contribution | 1000 1000 1000 1000 1500 1000 800
per Participant:

Activity number : | NAl Start date or starting event:

Participant (Short name): | UniMAN | VIRAC | | |
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Expected Budget 1000 1000
per Participant:

Requested Contribution 800 800
per Participant:

Objectives:

The objectives of NA1 are to provide EXPReS with an effective project management structure. The
project management will be responsible for concluding a consortium agreement between the
partners before the project commences; be ultimately responsible for the overall coordination of the
project; ensure meetings of the EXPReS Consortium Board of directors are conducted in an
organised and prepared fashion; be the central point of contact for all partners concerning
contractual issues; be a single point of contact within EXPReS for the EC; ensure that financial
prudence and accountability is observed throughout the programme; efficiently interact with the
EXPReS partners gathering relevant management information from the participants; generate an
distribute annual and final reports to the EXPReS Board and the EC.

Description of work

The first order of business will be to appoint new staff — the Project Manager and Administrative
Assistant. The project management will interact with the team leaders of SAl, SA2 & JRAI.
Together with the coordinator they will form the EXPReS management team. They will also have
direct contact with the Outreach Officer (NA4) and the chairmen of the NA forums — NA2 & NA3.
The project management office will monitor progress in all these areas and will be able to help the
NA, SA and JRA leaders with respect to all contractual and reporting issues. The EXPReS
management team (EMT) will be proactive in all aspects of the project and the project manager will
organise monthly face-to-face meetings of the EMT (the coordinator, project staff and team leaders
of SA1 & JRAI are all co-located — the team leader of SA2 will attend via videoconferencing
facilities). The Project Manager (PM) will be responsible for the day-to-day operation of EXPReS
and the EMT. The PM will be expected to attend meetings associated with the various project
activities, reporting back to the coordinator, and ultimately the EXPReS Board. He or she will be
responsible for coordinating the generation of technical reports associated with the mid-year and
annual reports. The financial and administrative assistant will be responsible for all financial aspects
of EXPReS, including the generation of mid-year and annual reports. The administrative assistant
will also play a leading role in organising EXPReS events, e.g. meetings of the board, workshops
etc.

The risks associated with this activity are not insignificant — the usual problem in EC projects is
communication between the project management and remote team leaders. We have tried to
minimise this problem by ensuring that the team leaders of the JRA and SA are either local or have
both an excellent track records in providing feedback to the project and all-round management
skills. With the team we have assembled we are confident the project management can operate
effectively.
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Deliverable Deliverable title Delivery Nature® Dissemination
No' date’ Level*
DNA1.01 Annual report (incl. Financial information) to EC 12 R PP

DNA1.02 Annual report (incl. Financial information) to EC 24 R PP

DNA1.03 Annual report (incl. Financial information) to EC 36 R PP

DNA1.04 Final Report to Board and EC 36 R PP

DNA1.05 Final Plan for using and disseminating knowledge 36 R PP

DNA1.06 Implementation of the Gender Action Plan 36 R PP

DNA1.07 Raising public participation and awareness 36 R PU

Milestones” and expected result:

The first and necessary milestone is the appointment of the PM staff, in particular the aim is to
make these appointments as soon as the project begins. The reports detailed in the list of
deliverables are also milestones in themselves — in particular the approval from the board and the
EC at the end of each reporting year. Other project milestones include:

MNI.1 Conclusion of the Cons. Agreement (month —3)
MNI1.2 Appointment of the project manager (month 0)
MNI1.3 Appointment of the administrative assistant (month 0)

Justification of financing requested:

The overall costs are mainly associated with the manpower required to employ the EXPReS Project
Management team, in particular the Project Manager and Financial & Administrative Assistant.
Both these (part-time) positions are essential for the effective management of a very distributed
project such as EXPReS. The coordinators position is self-financing. Travel funds for the EXPReS
board are also requested.

! Deliverable numbers in order of delivery dates: D1 — Dn
? Indicate the month of delivery. This should be relative to the start date of the 13, month 1 marking the first
month of the project.
? Please indicate the nature of the deliverable using one of the following codes:
R = Report
P = Prototype
D = Demonstrator
O = Other
* Please indicate the dissemination level using one of the following codes:
PU = Public
PP = Restricted to other programme participants (including the Commission Services).
RE = Restricted to a group specified by the consortium (including the Commission Services).
CO = Confidential, only for members of the consortium (including the Commission Services).
° Milestones are control points at which decisions are needed; for example concerning which of several
technologies will be adopted as the basis for the next phase of the project.
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Community financing is not requested to purchase durable equipment. Community financing is not

being used to conclude subcontracts.

5.A.1.2. QUALITY OF THE PLAN FOR USING AND DISSEMINATING
KNOWLEDGE

EXPReS activities will result in the generation of new knowledge and new scientific results.
One of the aims of the consortium will be to disseminate such knowledge as widely as
possible. EXPReS will have a website run by NA4 “Outreach, Dissemination &
Communication”. This wiki-based system will contain information on all EXPReS activities;
minutes of board meetings; electronic proceedings of workshops arising from the networking
activities; and lists of, and links to, preprints and publications arising from EXPReS activities.
It will be the place where the activity team leaders deposit reports through the course of the
project. PR materials will also be available to download.

All EXPReS partners will be actively encouraged to participate in international conferences
and workshops and to give papers and posters at such meetings. The astronomers that use the
e-VLBI network will be encouraged to publish their scientific and results in refereed journals.
Technical results arising from the JRA will also be published in appropriate engineering
and/or scientific journals.

It will be a requirement that EXPReS and the EC-funding be acknowledged in all
publications.
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5.A.2 DESCRIPTION OF THE OTHER NETWORKING ACTIVITIES
ACTIVITY NA2 - EVN-NREN FORUM
5.A.2.1. Objectives and expected outcome of the activity

The EVN-NREN forum has become an essential part of the proof-of-concept stage of the e-
VLBI project, allowing networking engineers and managers from the national research
networks and GEANT to meet with the technical teams from the various radio astronomy
observatories and the EVN data processor at JIVE. It has been used routinely to disseminate
results, evaluate progress, resolve technical issues and plan future activities. It has brought
together experts from a wide range of disciplines into a cohesive working group with the aim
of applying the concept of a high-speed research network infrastructure to the distribution of
VLBI data across Europe and beyond. The EVN-NREN forum has been the everyday
working foundation on which the success of the e-VLBI proof-of-concept has been built.

The objectives of NA2 are as follows:

e To provide and promote project-wide meetings of stakeholders from the radio-
astronomy and networking communities, for planning purposes and to agree on
common objectives,

e To provide a forum for discussion and resolution of networking and other technical
issues arising from the project on a day-to-day basis (via the EVN-NREN email
forum),

e To discuss, critically review and develop results and ideas arising from SA1, SA2 &
JRAL,

e Provide input to the EXPReS Outreach Team (NA4) with respect to the promotion of
the networking aspects of the EXPReS programme.

The EVN-NREN meetings will take place at least once per year, at a location convenient to
all the participants. In some cases, meetings will take place along side other scheduled events
(e.g. the e-VLBI Science & Technical workshop). It is suggested that the format of the
meetings should be split into two parts; the first dealing with network-related issues, the other
relating to more general technical issues.

The co-ordination and scheduling of the meetings will be conducted under the auspices of the
EVN-NREN forum e-mail list. This list also provides a means for ongoing discussion of
technical and organisational issues relating to the project as a whole. At present the forum is
hosted by NORDUnet.

A conscious effort will be made to liaise between the NA2 group and the parallel NA3 e-VLBI
Science Forum activity, to ensure that the expectations of a production e-VLBI network are
adequately understood. Indeed, there will be considerable overlap between the membership of
the EVN-NREN Forum and the e-VLBI Science Advisory Group (supported via NA3). In
particular the team leaders of SAl, SA2 and JRA1 (and the EXPReS Coordinator) are
members of both the EVN-NREN and eVSAG. User requirements and aspirations will be
captured within NA3 and thus feed into the day-to-day activities of the EVN-NREN forum
and the EXPReS project more generally.

Tangible deliverables at the end of the contract period will be:
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Report of the EVN-NREN Forum meetings: A set of six reports, each detailing the
presentations and discussions at the semi-annual Forum meetings.

Annual Overview Report: Detailing the activities of the EVN-NREN discussion
group, the resulting technical and scientific achievements thus providing input into
JRAI, SA1, SA2, NA1, NA3 and NA4.

Attendance and presentation of networking participants at appropriate
conferences: this should highlight the relationship developed between the radio
astronomy and networking communities, and the technical & networking
achievements of the project.

Maintenance and further development of the EVN-NREN e-mail forum.

Benefits to the community from NA2 will include:

The continuation of the excellent collaboration and communication between
networking experts and the radio astronomy community (as realised within the e-
VLBI PoC project),

Critical review of the EXPReS development programme, thus ensuring that a capable
e-VLBI infrastructure is delivered to the end-user community,

Project monitoring — ensuring that progress is being made in the right direction and on
the expected timescales,

The opportunity for the networking experts to work in close collaboration with the
scientific community, obtaining a better understanding of their needs, requirements
and approach.

5A.2.2. Participants

Participants in this activity will include DANTE - the leading participant in this Networking
activity and the operator of the pan-European research network, GEANT. DANTE
representatives will bring expertise in the networking field to the forum, co-ordinate the
meetings and the submission of deliverables. Other partners are the representatives of the
radio astronomy institutes — they will bring specialist technical expertise relating to the VLBI
technique and an understanding of the requirements of the Radio-Astronomy community.
Finally, the National Research and Education Networks (NRENs) associated with each of the
participating national observatories will be invited to take part in the Forum meetings,
bringing valuable networking knowledge and insight into the activity. Dr. John Chevers
(Project Planning and User Support, DANTE) will chair the EVN-NREN forum.

Table N2.1 List of the current members of the EVN-NREN Forum

Name

e-mail address

Organisation/Institution

Walter Alef

alef@mpifr-bonn.mpg.de

Max-Planck-Institute

Paul Burgess

pb@jb.man.ac.uk

Manchester University

Simon Casey

scasey(@jb.man.ac.uk

Jodrell Bank Observatory

John Chevers

john.chevers@dante.org.uk

DANTE

Michael Enrico michael.enrico@dante.org.uk DANTE
Tony Foley foley@astron.nl ASTRON
Mike Garrett garrett@jive.nl JIVE
Marcin Garstka marcinga@man.poznan.pl PSNC
Hanno Holties holties@astron.nl ASTRON
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Richard Hughes-Jones

r.hughes-jones@manchester.ac.uk

Manchester University

Giuseppe Maccaferri

g.maccaferri@ira.cnr.it

INAF-IRA

Marco Marletta marco.marletta@garr.it GARR

Ari Mujunen amujunen@cc.hut.fi Metsahovi Observatory
Per Nihlen per@nordu.net NorduNET/SUNET
Michael Olberg olberg@oso.chalmers.se Onsala Space Observatory

Niels den Otter otter@surfnet.nl SURFnet
Eugeniusz Pazderski ep@astro.uni.torun.pl Torun
Sergei Pogrebenko pogrebenko@jive.nl JIVE
Duncan Rogerson duncan@nosc.ja.net UKERNA

Jouko Ritakari

jr@kurp.hut.fi

Metsahovi Observatory

Toby Rodwell toby.rodwell@dante.org.uk DANTE
Ralph Spencer res@jb.man.ac.uk Jodrell Bank
Arpad Szomoru szomoru@jive.nl JIVE

Martin Wilhelm wilhelm@dfn.de DFN

5.A.2.3. Justification of the finance requested

The justification of the costs associated with NA2 are detailed in Table N2.2. The chairman of
NA2 (Dr. John Chevers, DANTE) will be responsible for chairing meetings of the EVN-

NREN forum and monitoring the activity.

Table N2.2. Budget request

Activity Participants/Quantity Total CostRequested EC
(Euro) Contribution
(Euro)

EVN-NREN face-to-faceSupport for 22 participants88800 60000
meetings @ €800 plus 8 (non-EU)

participants @ €1500 per

meeting, 3 face-to-face

meetings over the contract

eriod.
Forum venue 3 meetings @ €2500 7500 7500
Attendance of NRENI10 NREN participants @]10000 10000
representatives at eVLBIE1000 Euro
Science  Workshop &
other conferences
Total Network Cost 105500 77000

The requested contribution from the EC only covers part of the total Networking activity
costs. In particular the travel of participants to the various face-to-face meetings will be
partially (or in some cases fully) supported by the participants’ local institutes. The manpower
associated with organising the EVN-NREN forum, the associated meetings and reports, and
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providing input to e-VLBI press releases (see NA4) will be spread across the NA2

participants.

Several non-associated third countries will be required to attend the EVN-NREN forum
meetings. These include representatives of the radio telescopes (and in some cases NRENs) in
China, South Africa, USA, Australia and South America. EXPReS seeks to realise a telescope
that is distributed on a global scale — it will be essential for the overall coherence of the
project (especially in its international dimension) for the main technical players in EXPReS to
be present at the EVN-NREN forum meetings.

5A.2.4.4. Summary

Table N2.1 ACTIVITY DESCRIPTION (REPORTING PERIOD PLUS 6 MONTHS)

Activity number : | NA2 Start date: Month 1, Year 1

Participant (Short name): DANTE | AARNET | PSNC | SURFNET

Expected Budget 2000 1600 1000 1000

per Participant:

Requested Contribution 2000 1200 800 800

per Participant:

Activity number : | NA2 Start date: Month 1, Year 1

Participant (Short name): | JIVE ASTRON | CNIG- | CSIRO | HARTRAO | INAF
IGN

Expected Budget 12000 | 800 800 1000 1500 800

per Participant:

Requested Contribution 9000 500 500 1000 1000 500

per Participant:

Activity number : | NA2 Start date: Month 1, Year 1

Participant (Short name): | MPIfR | MRO NAIC | NCU 0SO ShAO | TIGO

Expected Budget 800 800 1500 800 800 1000 1000

per Participant:

Requested Contribution | 500 500 1000 500 500 1000 800

per Participant:

Activity number : | NA2 Start date or starting event:

Participant (Short name): UniMAN | VIRAC

Expected Budget 800 800

per Participant:

Requested Contribution 500 500

per Participant:

| Objectives
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To bring together the main technical elements of EXPReS (the network and radio astronomy
technical communities) in order to discuss the progress of EXPReS. Maintain and further develop
the EVN-NREN forum (the day-to-day instrument for EXPReS technical coordination and
communication) and organise project-wide face-to-face meetings of stakeholders from the radio
astronomy and networking communities for planning purposes and to agree on common objectives.
The forum also provides input to the EXPReS Outreach Team (NA4) with respect to the promotion
of the networking aspects of the EXPReS programme.

Description of work

The EVN-NREN forum will critically assess and review developments in SA1, SA2 & JRA1. The forum
will identify solutions to unexpected problems that may arise during the course of EXPReS. Most day-to-day
exchanges between members of the forum will take place via the existing EVN-NREN email forum. The
EVN-NREN forum will also be responsible for organising face-to-face meetings that bring together the main
technical players in EXPReS. In addition to considering input from the SA and JRA1, it will also seek input
from the e-VLBI Science Advisory Group (as supported by NA3). Like NA3, this activity will also be
required to provide guidance to the EXPReS Consortium (in particular the development team and project
management). NA2 will support the presentation of e-VLBI Networking results at international networking
events. The group will be active in identifying interesting networking results achieved by the EXPReS
project, and feeding NA4 (Outreach) with text and information required for the generation of PR material.
The only real risk to this activity is that the e-VLBI infrastructure does not produce interesting networking
results — we believe that this is very unlikely, and that the risk of failure is thus low.

Deliverable Deliverable title Delivery | Nature® Dissemination
No' date’ Level*
DNA2.01 EVN-NREN meeting No. 1 (under auspices of EXPReS) 3 R PP

DNA2.02 NAZ2 annual report No. 1 (as part of EXPReS Ann. Rep No. 1) 12 R PP

DNA2.03 EVN-NREN meeting No. 2 18 R PP

DNA2.04 NAZ2 annual report No. 2 (as part of EXPReS Ann. Rep No. 2) 24 R PP

DNA2.05 EVN-NREN meeting No. 3 26 R PP

DNAZ2.06 EVN-NREN representatives present EXPReS networking results at | 26 R PU

the e-VLBI Science & Technology Workshop
DNA2.07 NA2 annual & Final reports 36 R PP

Milestones' and expected result:

! Deliverable numbers in order of delivery dates: D1 — Dn
% Indicate the month of delivery. This should be relative to the start date of the 13, month 1 marking the first
month of the project.
? Please indicate the nature of the deliverable using one of the following codes:
R = Report
P = Prototype
D = Demonstrator
O = Other
* Please indicate the dissemination level using one of the following codes:
PU = Public
PP = Restricted to other programme participants (including the Commission Services).
RE = Restricted to a group specified by the consortium (including the Commission Services).
CO = Confidential, only for members of the consortium (including the Commission Services).
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The major milestones will be the organisation of the EVN-NREN meetings, generation of the
various reports, maintenance and development of the EVN-NREN e-mail forum, and generating a
number of network related PR announcements. It is expected that the NA2 activity will act as the
forum in which problems associated with EXPReS are identified, discussed and solved. It will play
an important role in ensuring the overall success of the project.

EVN-NREN chair attends EXPReS Board Meeting No. 1 — month 2
EVN-NREN chair attends EXPReS Consortium Board Meeting No. 2 — month 14
EVN-NREN chair attends EXPReS Board Meeting No. 3 — month 26

Justification of financing requested:

The overall costs of NA2 concern the costs associated with EVN-NREN meetings. While the EVN-
NREN forum has an important role to play within EXPReS, face-to-face meetings are essential in
cementing the collaboration between the various groups. Only partial support is requested — the
additional costs will be met by local funds at the participating institutes The requested funding from
the EC is €77000, but the total cost of the activity as a whole is €105500 (not including the man-
power associated with organising the activity. Community financing is not requested to purchase
durable equipment. Community financing is not being used to conclude subcontracts.

! Milestones are control points at which decisions are needed; for example concerning which of several
technologies will be adopted as the basis for the next phase of the project.
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ACTIVITY NA3 - E-VLBI SCIENCE FORUM
5.A.3.1. Objectives and expected outcome of the activity

The overall EXPReS project must ensure a close connection between the infrastructure, its
technical development and the end-users of the e-VLBI system. This will be realised via
Networking Activity NA3 — the e-VLBI Science Forum. This activity will partially support
the activities of the e-VLBI Science Advisory Group (eVSAG). This group was set up by the
EVN Consortium Board of Directors in November 2004, and under the EXPReS NA3 activity
its membership and role will be further expanded.

The job of eVSAG will be to ensure that potential users of the e-VLBI facility will be
informed of the current technical capabilities of the e-VLBI infrastructure, so that exciting
astronomical proposals can be generated. Likewise, those developing the technology and
defining the instrument itself must also be aware of how e-VLBI developments can be best
directed in order to ensure the user community is well served. It will be the role of the
eVSAG to ensure that the scientific needs of the wider community are directly communicated
to the EXPReS Management Team, the EVN Board of Directors and the EXPReS Consortium
as a whole.

As is the case with the current EVN facility, we expect the astronomers located at the e-VLBI
observatories to be fully active in all facets of the EXPReS programme, including technical
developments associated with the e-VLBI array. This will ensure that the EXPReS project is
closely coupled to the requirements of the e-VLBI end-users. This networking activity, NA3,
will create and organise an e-VLBI Science Forum (eVSF) — an on-line discussion group that
will be open to all potential users of the e-VLBI infrastructure, and will be similar in
operation to the current EVN-NREN e-mail forum (see NA2). It will permit e-VLBI users to
submit their opinions (including user feedback associated with the use of the array). This
feedback will be channelled via the e-VLBI Science Advisory Group (eVSAG) directly to the
EXPReS project management and other major elements of the e-VLBI infrastructure,
including the EXPReS and EVN Board of Directors. This process of user feedback will also
be facilitated via existing EVN mechanisms, in particular the performance of the EXPReS e-
VLBI facility will be included as a standing agenda item at EVN User, EVN Programme
Committee and the EVN Consortium Board meetings. The chairman of the eSVAG will
attend (by invitation) meetings of the EXPReS Board of Directors. A significant subset of
eSVAG is also represented within the EVN-NREN group (NA2). The eVSAG group will also
include members that can represent the geodetic and spacecraft navigation communities —
these groups also have an interest in e-VLBI.

The eVSAG will also consider the ways in which the full potential of e-VLBI can be
developed scientifically — it’s likely that some elements of the “cultural change” we expect to
encounter with e-VLBI will only be recognised when we begin to use e-VLBI as a
production-level astronomical tool. The eVSAG is thus charged to play a central role in
identifying the potentially new and transformational capabilities e-VLBI might deliver.

During the course of the EXPReS contract, the eVSAG will organise an International e-VLBI
Science and Technical workshop. There have been three technical e-VLBI workshops to date
(one in the US, one in Europe and one in Japan). We would like to bring this series of
meetings back to Europe, but to shift the emphasis towards the scientific potential of the
production e-VLBI infrastructure realised via EXPReS.
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Tangible deliverables at the end of the contract period will be:

e The generation of e-VLBI Memos and scientific reports that discuss the
potential of e-VLBI on specific topics. Reports of eVSAG meetings will be made

available to the whole community via the EXPReS web pages.

e Proceedings of the e-VLBI workshop to be organised by eVSAG as editors of

the publication

e Active and direct representation of eVSAG within the EXPReS project, via
participation in NA1l, NA2, SAl, SA2 & JRAl and the overall EXPReS

Consortium and Project management team meetings.

e The eVSAG chair will communicate to potential users via various sources,

including contributions to the EVN Newsletter,

e The eVSAG team will highlight the capability of the new e-VLBI
infrastructure by giving oral and poster presentations at conferences, workshops

and symposia.

e The eVSAG team will provide input to the EXPReS Outreach Team (N4) with

respect to promoting new science results via press releases.

Benefits to the community via NA3 will include:

e Enhanced collaboration and communication between different potential e-

VLBI end-user groups and the technical developers of EXPReS

e Stimulation of the use of new, high-speed research networks, and the direct
engagement of the wider scientific community in realising the potential of utilising

these systems for

day-to-day research.

Table N3.1. Current membership of the eVSAG Committee

Name I nstitution Position/Field of research

Dr. J. Conway (Chair) Onsala Space Obs, SE Weak AGN, masers,
starbursts

Dr. P.Charlot Bordeaux Observatory, FR EVN PC Chair

Dr. R.Porcas MPI{R, Bonn, DE EVN Scheduler,

Gravitational lenses

Dr. S.Garrington

Jodrell Bank Observatory,
UK

eMERLIN manager, AGNs

USA

Dr. M. Bondi INAF-IRA, Bologna, IT Young AGN, starbursts

Dr. R. Strom IASTRON, Dwingeloo, NL |Pulsars, galactic sources
Dr. A. Szomoru JIVE, Dwingeloo, NL HI galaxies, e-VLBI s/w
Dr. T. Ghosh INAIC, Arecibo Puerto Rico,Megamasers

Dr. H.J. Van Langevelde

JIVE, Dwingeloo, NL

Interstellar and circumstellar
matter, masers

Prof. A. Kus

Torun observatory, PL

Extragalactic sources

Dr. M.A. Garrett (EXPReS
Coordinator)

JIVE, Dwingeloo, NL

Deep Field Studies, Wide-
field Imaging & Calibration,

Galactic Transients.
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5.A.3.2. Participants

The e-VLBI Science Advisory Group (eVSAG) membership is currently restricted to those
radio telescopes involved in the e-VLBI Proof-of-Concept project. The current membership is
provided in Table N3.1. The coordinator of EXPReS is a member of eVSAG, as is the team
leaders of SA1. We expect the leaders of SA2 & JRA1 to join this group in the event that
EXPReS proposal is successful. It is proposed to expand the eVSAG membership base within
EXPReS, so that all the major radio observatories involved in the e-VLBI infrastructure are
represented. We expect about 20 participants in total — all of whom will be leading European
scientists, active in conducting a broad programme of astronomical research. The chairman of
eVSAG, Dr. J. Conway, is a leading European astronomer who is based at Onsala Space
Observatory and is a staff member of Chalmers University in Gottenborg, Sweden.

5A.3.3 Justification of the finance requested

The justification of the costs associated with NA3 are detailed in Table N3.2. The chairman of
NA3 (also the eVSAG chair) will be responsible for monitoring and allocating part of the
travel budget associated with NA3. Some of the travel budget associated with NA3 includes
the costs of representatives of those e-VLBI end-users not formally participating in EXPReS.
These funds will be held by JIVE.

Table N3.2. Budget request

Activity Participants/Quantity Total Cost | Requested EC
(Euro) Contribution
(Euro)
eVSAG  face-to-face @ Support for 13 | 53700 40000
meetings participants @ €800 plus

5 (non-EU) participants
@ €1500 per meeting, 3
face-to-face meetings
over the contract period.

eVLBIScience 30 participants @ €1000 | 30000 20000
Workshop Euro
Conference Organisation | 4000 4000
at Onsala Space
Observatory
Publication of | 100 copies for | 4000 4000

Workshop proceedings | distribution.
by  Onsala  Space | @ 40 Euro/copy

Observatory

Presentation of e-VLBI | 5 meetings at €1000 per | 5000 0
Science results by | trip

eVSAG members

Total Network Cost 96700 68000
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The requested contribution from the EC only covers part of the total Networking activity
costs. In particular the travel of participants to the various face-to-face meetings will be
partially (or fully) supported by the participants local institute. The manpower associated with
organising the eVSAG and the associated meetings, writing-up memos, editing the workshop
proceedings, providing input to e-VLBI press releases (see NA4) and publishing scientific
report and papers on e-VLBI is spread across the members of the eVSAG and will be funded
by the EXPReS radio astronomy partners. Travel of the eVSAG chair to EVN PC + EVN user
meetings will be covered by the RadioNet 13 EVN Transational Access programme.

Several non-associated third countries will be required to be represented at eVSAG meetings.
These include representatives of the radio telescopes in China, South Africa, USA, Australia
and South America. EXPReS seeks to create a telescope that is distributed on a global scale -
it will be essential for the overall coherence of the project (especially in its international
dimension) for the astronomers of all the e-VLBI radio telescopes to be present at eVSAG
meetings.

5.A.3.4. Summary

Table N3.3 ACTIVITY DESCRIPTION (REPORTING PERIOD PLUS 6 MONTHS)

Activity number : | NA3 Start date: Month 1, Year 1

Participant (Short name): JIVE ASTRON | CNIG- CSIRO | HARTRAO | INAF
IGN

Expected Budget 10000 | 1000 1000 1500 1500 1000

per Participant:

Requested Contribution 6000 800 800 1000 1000 800

per Participant:

Activity number : | NA3 Start date or starting event:

Participant (Short name): | MPIfR MRO NAIC | NCU 0SO ShAO | TIGO
Expected Budget 1000 1000 1500 1000 1000 1500 1500
per Participant:

Requested Contribution | 800 800 1000 800 800 1000 1000
per Participant:

Activity number : | NA3 Start date or starting event:
Participant (Short name): UniMAN | VIRAC

Expected Budget 1000 1000

per Participant:

Requested Contribution 800 800

per Participant:

Objectives

The objective is to organise the end-user e-VLBI community, in such a way that it continues to have
direct input into the EXPReS development project beyond the generation of this proposal. The
success of the activity can be measured by the number of face-to-face meetings & reports, together
with the overall operational and scientific success of the e-VLBI infrastructure, as reported via the
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e-VLBI Science Forum and as presented in the proceedings of the e-VLBI Science & Technology
Workshop.

Description of work

The objectives will be realised by bringing the e-VLBI end-user community together to further
develop the potential use of e-VLBI, provide expert guidance and feedback to the EXPReS
Consortium (in particular the SA, JRA development teams and project management) and deliver
direct feedback on the performance of the e-VLBI infrastructure. NA3 will also support the
presentation of e-VLBI science results at international astronomy conferences. The activity will
result in various presentations and reports being made at EXPReS and EVN-related meetings; plus
the production of scientific e-VLBI reports and memos. eVSAG will act as editors of the
proceedings of the e-VLBI workshop proceedings and will be responsible for its publication.

The main risk for the activities detailed in NA3 are that the e-VLBI infrastructure supported via SA1 and
SA2 does not perform as expected, or does not provide new scientific results. With adequate funding, we
believe that this is very unlikely and the risk of failure is low.

Deliverable Deliverable title Delivery Nature® Dissemination
No' date? Level*
DNA3.1 First meeting of eVSAG under auspices of EXPReS 4 R PP

DNA3.2 eVSAG meeting No. 2 16 R PP

DNA3.3 eVSAG meeting No. 3 26 R PP

DNA34 e-VLBI Workshop held in Onsala 30 (0] PU

DNA3.5 Publication of e-VLBI Workshop proceedings 32 R PU

Milestones® and expected result:

The major milestone will be the successful organisation of the proposed e-VLBI workshop. The
proceedings will represent and encompass much of the basic aims of this activity and will publicly
present many of the first astronomical results from the e-VLBI array, together with description of

" Deliverable numbers in order of delivery dates: D1 — Dn
2 Indicate the month of delivery. This should be relative to the start date of the 13, month 1 marking the first
month of the project.
? Please indicate the nature of the deliverable using one of the following codes:
R = Report
P = Prototype
D = Demonstrator
O = Other
* Please indicate the dissemination level using one of the following codes:
PU = Public
PP = Restricted to other programme participants (including the Commission Services).
RE = Restricted to a group specified by the consortium (including the Commission Services).
CO = Confidential, only for members of the consortium (including the Commission Services).
° Milestones are control points at which decisions are needed; for example concerning which of several
technologies will be adopted as the basis for the next phase of the project.
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the EXPReS technical development project, along-side other international e-VLBI efforts.
We also expect to make a major Press Release during the e-VLBI workshop.

Other milestones include:

EVSAG chair attends EXPReS Consortium Board Meeting — month 2

EVSAG chair attends EXPReS Consortium Board Meeting — month 14
EVSAG chair attends EXPReS Consortium Board Meeting — month 26

Justification of financing requested:

The overall costs are justified in detail in the text of NA3. These are mainly travel costs associated with face-
to-face meetings of the expanded eVSAG (€ 40k), travel support for the e-VLBI workshop and the
production of proceedings. In many cases this is partial support e.g. the attendance of the eVSAG chair at
key meetings, the presentation of e-VLBI science results at international conferences will be met by local
funds at the participating radio astronomy institutes. The requested funding from the EC is €68k, but the total
cost of the activity as a whole is at least €97k. The EC funding has been distributed evenly over the
individual participants, except for Onsala Space Observatory which will organise the e-VLBI workshop,
including the production of the proceedings. Some of the funds allocated to JIVE will cover the costs of e-
VLBI users that may not be affiliated to an EXPReS partner. The total costs claimed here do not include a
substantial contribution in terms of man-power associated with the eVSAG activities. Community financing
is not requested to purchase durable equipment. Community financing is not being used to conclude
subcontracts.
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ACTIVITY N4 - E-VLBI OUTREACH, DISSEMINATION & COMMUNICATION
5.A.4.1. Objectives and Expected outcome of the activity

Public interest in astronomy is huge: astronomy is deeply-rooted in most cultures; it plays a
role in philosophical studies but also includes many crucial practical applications; it has
aesthetic and emotional dimensions, as well as scientific ones; it is an enjoyable and
inexpensive hobby for hundreds of thousands of European citizens. The benefits of astronomy
are cultural and educational, as well as scientific. Astronomy engages and attracts the
attention of the brightest young students in primary, secondary and university education. This
is of great importance at a time when interest in university studies in some areas of natural
science is declining rapidly. The general public and the scientific community alike have a
high level of interest in new astronomical discoveries and the development of new
astronomical instruments and techniques. The success of the e-VLBI Proof-of-Concept (PoC)
project has demonstrated this, and it has been a very important vehicle for highlighting the
way in which new technologies (such as research networking) can play a major role in
realising new distributed instruments with unique scientific capabilities.

Outreach activities directed towards the international astronomy community are also
important in ensuring that the e-VLBI infrastructure is readily and transparently accessible.
Project communication within the EXPReS 13 is also an essential ingredient in the successful
management of the overall project. NA4 will also address these issues of end-user and
internal project communication.

The objectives of the Networking Activity, NA4, eVLBI Outreach, Dissemination &
Communication are:

e Sect-up and manage the EXPReS e-VLBI website, including wiki-based project
management tools (directly adopting the type of wiki-based system used by RadioNet 13),

e Help organise (together with the Programme Management Office) EXPReS related events
that are relevant to PR and outreach,

e Promote and publicise EXPReS at key networking and astronomy events,

e Produce a range of high quality publicity material that can be easily transported to
different venues and is suitable for all EXPReS partners to use to publicise e-VLBI,

e C(Create and manage a database of all EXPReS presentations,

e Ensure (together with the eVSAG), that prospective e-VLBI users have easy access to the
information they require in order to submit technically sound e-VLBI proposals,
e Create Press Releases highlighting new e-VLBI astronomical and network related results.

Tangible deliverables from NA4 “e-VLBI Outreach, Dissemination & Communication”
include:

e The creation of an EXPReS e-VLBI website — a portal for both public outreach and
project management activities,

e The inclusion on the web site of wiki-based project management tools,
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e Produce a range of high quality (and transportable) publicity material suitable for all
EXPReS partners,

e The EXPReS Outreach office will organise EXPReS related events, such as project
meetings and conferences,

¢ Create and manage a database of all EXPReS PPT presentations that will be available
to all partners,

e C(Create a web portal for e-VLBI end-users, capturing the key information they require
to effectively use the e-VLBI infrastructure,

e The generation of Press Releases, highlighting new astronomical and network related
results that arise from the e-VLBI infrastructure and EXPReS.

Benefits to the community via NA4 will include:

e Raising awareness of the role research networks have to play in creating large-scale,
distributed scientific instruments with unique capabilities,

e Enhancing the general public and scientific communities’ perception of the benefits
research networks can provide,

¢ Informing astronomers and other potential users of the capabilities of the new e-VLBI
infrastructure,

e Addressing the need to ensure that international researchers enjoy easy and transparent
access to the e-VLBI infrastructure.

5.A.4.2. Participants

All the EXPReS partners will benefit from the N4 Outreach activity. The principle
contributors to the project will be JIVE and Jodrell Bank Observatory (UNIMAN). DANTE
(on a self-financing basis) will also be involved in ensuring the Research Network PR aspects
of this activity are well served; they will use results derived from NA4 for part of their own
well-established PR programme. In a similar way, the EXPReS outreach programme will
coordinate and cooperate with the Jodrell Bank and RadioNet Outreach office led by Dr.
Alastair Gunn.

JIVE, Jodrell Bank and DANTE have worked together to produce several successful press
releases, highlighting the success of the e-VLBI Proof-of-Concept project. The most recent
success was the PR announcement of the successful detection and tracking of the ESA
Huygens probe led by JIVE and which also included an element of e-VLBI data transfer from
telescopes in Australia. Network related e-VLBI achievements such as these have appeared on
several occasions in the EC IST Newsletter. JIVE has contributed material and text to various
publications organised by the European Commission, (including a multi-media presentation),
and has actively publicised the growing role research networks can play in supporting
scientific research infrastructures, during various events (€.g. EU Networking delegation to
North America, E-Infrastructure meeting in Dublin, China-Europe Bridges meeting in
Shanghai, Terrena). With the support of DANTE, JIVE has been active in presenting live
demonstrations of e-VLBI at key networking events, such as iGRID 2002 & IST 2004. The
activities of JIVE in this area have, until now, been entirely self-supporting, relying on limited
local travel funds.
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In June 2005 JIVE hosted a large EC PR event, where all the astronomy activities funded by
the EC FP6 (RadioNet, OPTICON, EUROPLANET, ILIAS, ELT DS, SKADS, VO)
presented their work to the European Commissioner for Science & Research, and selected
members of the European press. The highlight of the day was an e-VLBI demonstrations
experiment that nicely illustrated the key role of research networks play in creating distributed
scientific instruments.

5.A.4.3. Justification of the finance requested

The justification of the costs associated with NA4 are detailed in Table NA4.1. Partial support
for the manpower required to create an EXPReS outreach office (in particular the web-based
aspects of this activity) are requested, together with the material costs associated with good
quality PR products. We also request support for manpower at the Jodrell Bank Outreach
office — their experience and pre-existng “know-how” will be important in the EXPReS
project office, realising a critical mass.

Table N4.1. Budget request

Activity Participants/Quantity Total CostRequested EC
(Euro) Contribution
(Euro)
Man-power to createJIVE: 1.5 FTEs over 3112500 112500
organise web-basedyears

interface and tools and
generate all aspects of PR
Man-power to organizeJIVE: 0.75 FTE over 356250 0
administrative aspects oflyears
Outreach office
Manpower at UniManUniMan: 0.5 FTEs over 337500
Outreach Office yr
Materials required forJIVE: Display Board and9000
high quality PR products Prints €3000; 1000
Brochures €2500; 1000
Promotional Folders
€1500; Merchandise €2000

37500

9000

IAttendance of EXPReS

Outreach
INetworking
Consortiun

officer
events

at
&
Board

JIVE: 2 staff at 8 Events @
1000 Euro

16000

16000

Meetings
Total Network Cost

231250 175000

The requested contribution from the EC only covers part of the total Networking activity
costs. In particular, the manpower to organize administrative aspects of the Outreach office
will be provided by JIVE.

5A.4.4. Summary
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Table N4.2 ACTIVITY DESCRIPTION (REPORTING PERIOD PLUS 6 MONTHS)

Activity number : | NA4 Start date: Month 1, Year 1
Participant (Short name): JIVE UniMAN
Expected Budget 60000 | 10000

per Participant:

Requested Contribution 40000 | 10000
per Participant:

Objectives

The objective is to promote the EXPReS project and the e-VLBI infrastructure to potential end-
users, the broader scientific community and the general public. In particular, we wish to emphasise
through this activity the role research networks can play in realising distributed research
infrastructures capable of conducting unique scientific research. We also wish to ensure that end-
users of the e-VLBI infrastructure are well served with information and direct access to the e-VLBI
facility. The EXPReS Outreach activity will be closely coupled to the EXPReS Project
Management Office and will help ensure that the profile of EXPReS is high at relevant meetings
and events. The creation and maintenance of an EXPReS web-site (including Wiki-based project
tools — a la RadioNet) will be used as a public (and an end-user) portal to EXPReS and will also
fulfil a project management function. NA4 will support the presentation, display and demonstration
of the e-VLBI technique at Networking and Scientific events. The success of the activity can be
measured by the quality of the PR products, their impact in the media and at networking events.

Description of work

An EXPReS Outreach officer will be appointed (a half-time position) and will be located at JIVE.
He/She will be responsible for creating and maintaining the EXPReS web site and the associated
management tools and user facilities required to ensure the NA4 objectives are met. He/She will be
an active astronomer and will be able to write the text of PR releases and generate all promotional
material. The outreach officer will work closely with the EXPReS management team and will be
supported by or interact with Outreach administrative staff at JIVE, Jodrell Bank Observatory and
DANTE. e-VLBI demonstrations will be organised at networking events and the concept of a
distributed research infrastructure will also be promoted at scientific conferences. These events will
be attended by EXPReS staff, and EXPReS PR material will be widely distributed. The risks
associated with this activity are small; the largest problem is to find an appropriate candidate for the
Outreach Officer position. Given the breadth of the EXPReS consortium, we believe an
appropriately qualified individual can be identified.

Deliverable Deliverable title Delivery Nature® Dissemination

No' date’ Level'

! Deliverable numbers in order of delivery dates: D1 — Dn
? Indicate the month of delivery. This should be relative to the start date of the 13, month 1 marking the first
month of the project.
3 Please indicate the nature of the deliverable using one of the following codes:
R = Report
P = Prototype
D = Demonstrator
O = Other
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DNA4.01 Creation of Public EXPReS web-site 2 (¢} PU
DNA4.02 Creation of EXPReS web-based management tools 4 (0] PP
DNA4.03 Generation of PR material (phase 1) 6 (0] PU
DNA4.04 e-VLBI Demonstration and attendance at Network events. 12 (0] PU
DNAA4.05 Generation of new PR material (phase 2) 18 (0] PU
DNA4.06 e-VLBI Demonstration and attendance at Network events. 24 o PU
DNA4.07 e-VLBI Demonstration and attendance at network events. 36 (0] PU

Milestones” and expected result:

Major milestones include: (i) The EXPReS web-site goes public and on-line; (ii)) Management tools
are added to the web-site and used effectively for Project management; (iii) the first PR material is
produced and presented at the first iGRID networking event; (iv) EXPReS participates in annual
public open-days at JIVE and the other partner institutes involved in such outreach activities; (v)
Press release announcing the EXPReS e-VLBI facility as an open, production-level facility open to
all astronomers. Other milestones include: the appointment of the EXPReS Outreach Officer.

Justification of financing requested:

The overall costs are mainly associated with the manpower required to employ the EXPReS Outreach staff,
in particular the EXPress Outreach officer (€112k) — these costs are spread between JIVE and Jodrell Bank
(UniMAN). The financing requested from the EC covers only part of the total cost (€231k). Travel support
required to ensure EXPReS is well represented at networking events is also requested, as is material costs for
PR products that will also be made available at these events. Community financing is not requested to
purchase durable equipment. Community financing is not being used to conclude subcontracts.

5.A.5 OVERALL IMPLEMENTATION AND CO-ORDINATION OF THE
NETWORKING ACTIVITIES

A multi-annual execution plan for the EXPReS networking activities is shown below. This
includes a detailed execution plan for the first 18 months of the project.

We propose four networking activities in the EXPReS 13, these include NA1 “Management”,
NA2 “EVN-NREN Forum”, NA3 “e-VLBI Science Forum” and NA4 “Outreach,
Dissemination & Communication”. Two of these are already in operation (NA2 & NA3), and
EXPReS will broaden the scope of these activities and formalize them. NA2 and NA3 have
arisen naturally from the EVN-NREN e-VLBI Proof of Concept (PoC) project and they have
both been remarkably successful. The EVN-NREN Forum (and the e-VLBI PoC generally)
has led to an interesting, but more importantly, an effective collaboration between networking

! Please indicate the dissemination level using one of the following codes:

PU = Public

PP = Restricted to other programme participants (including the Commission Services).

RE = Restricted to a group specified by the consortium (including the Commission Services).

CO = Confidential, only for members of the consortium (including the Commission Services).
% Milestones are control points at which decisions are needed; for example concerning which of several
technologies will be adopted as the basis for the next phase of the project.
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experts, astronomers and radio astronomy engineers. It will be essential to keep this group
closely coupled to the EXPReS project, especially the activities that are planned within the
service and research activities. There is considerable overlap between membership of the
EVN-NREN forum and the e-VLBI Science Forum (NA3). It is part of the culture of the EVN
that the end-user community (mostly astronomers) are intimately involved in the
specification, design, development and evolution of the instrument, exactly the same culture
will be fostered within EXPReS — NA3 has important role to ensure that the wider community
is engaged in this process too.

Within the first year of EXPReS we expect the e-VLBI facility to be openly accessible to the
international astronomical community — NA3, and in particular the e-VLBI Science Advisory
Group, will have an important role in deciding when that should happen and how the facility
can best be presented to the community. We expect that by the end of EXPReS, the majority
of VLBI observations within Europe will use the e-VLBI technique. This will lead to a
sustained use of GEANT on a scale that has not been seen before — at least with respect to a
single application. e-VLBI will access GEANT over time scales of several months per year,
and in addition, there will likely be frequent Target of Opportunity observations, scattered
randomly through the calendar year. GEANT are happy that they have enough spare capacity
to easily accommodate this sustained use of the network via the e-VLBI application. The
EVN-NREN and Science for will form an alliance that provides crucial support to the
EXPReS project and the end-users that stand to benefit from this new e-VLBI facility.

The Outreach, Dissemination and Communication networking activity (NA4) will also have
an important role to inform the scientific community and broader general public of the
opportunities the EXPReS e-VLBI facility provides, and the exciting science it can generate.
It will also play an important part in demonstrating the key role research networks can play in
the creation of a distributed infrastructure where the whole is greater than the sum of the parts
(i.e. the individual radio telescopes and the data processor at JIVE). NA2 and NA3 will act as
a source of information for the EXPReS Outreach Office and both sides will be pro-active in
identifying results that will be of broad interest beyond the narrow confines of the EXPReS
project itself. It will be important to ensure that there is good communication between the
EXPReS outreach officer and Dale Robertson (DANTE’s Public Relations Manager). There
has already been excellent collaboration between JIVE and DANTE, regarding the PR that
has arisen via the e-VLBI PoC project, and within EXPReS we aim to maintain and indeed
enhance that collaboration still further. In general, all the networking activities have a
responsibility to look outwards and beyond the confines of the EXPReS project, seeking
synergies with other groups and other leading scientific fields. This is especially true with
respect to Grid computing where we aim to increase our connection with groups such as
EGEE; in particular the EXPReS JRA1 “FABRIC” aims to thoroughly investigate how the
the undeniable potential of Grid computing can be applied to e-VLBI processing (correlation)
but the Grid may also be relevant to the calibration and imaging of extremely large wide-field
e-VLBI data sets too.

At the same time, the e-VLBI community has its own expertise — we are probably one of the
more advanced scientific groups in terms of our ability to take advantage of the GEANT
network — the EXPReS project and the networking activities associated with it, will be an
important vehicle to raise awareness within the scientific and academic research community
of the possiblilties high-speed research networks can bring. The expertise developed within
the e-VLBI community (for example with respect to achieving high data rate transfers usimg
advanced public domain protocols) can benefit other groups with similar requirements — we
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have learned things the hard way, but there is no reason why other groups need repeat this
process. All the networking activities of EXPReS are very much motivated towards achieving
these goals.
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5.B. SPECIFIC SERVICE ACTIVITIES

DESCRIPTION OF THE INFRASTRUCTURE AND SERVICES
5.B.1. SCIENTIFIC & TECHNOLOGICAL EXCELLENCE
5.B.1.1. Quality of the e-VLBI Infrastructure

The European VLBI Network (EVN) is an existing radio telescope array that conducts Very
Long Baseline Interferometry (VLBI) of cosmic radio sources at centimetre wavelengths. The
EVN is a part-time array, operating in fixed blocks of time through the year. These observing
sessions are pre-determined many months in advance. There are at least 16 telescopes that
regularly participate in EVN astronomical observations. About a dozen of these are located in
EU member states. Each of the EVN telescopes is equipped with state-of-the-art, low-noise
radio receivers, connected to data acquisition systems that sample and digitise the radio
signal. During VLBI sessions, the EVN telescopes observe the same cosmic radio sources
simultaneously. The VLBI data from each telescope are processed by a purpose-built
supercomputer (data processor) that was developed and is now operated by the Joint Institute
for VLBI in Europe (JIVE), located in Dwingeloo, the Netherlands. Together, the EVN and
JIVE form a major research infrastructure — a distributed but coordinated, continent-wide
radio telescope. VLBI achieves the highest angular resolution of all astronomical instruments
and is crucial to our understanding of the most energetic phenomena in the universe.

By implementing the Specific Service Activities presented in this proposal, we aimto realise a
distributed, real-time e-VLBI Network (based on the EVN), in which the data from each of the
participating radio telescopes are transferred to the central data processor at JIVE via the
European NRENs, GEANT and other international multi-Gigabit communications research
networks.

There are two Specific Service Activities that are required to achieve this goal. The first, SA1,
seeks to provide astronomers with a production e-VLBI service. This activity will ensure
robust correlation of VLBI data in real-time, realising data flows of up to 1 Gbps per
participating telescope. Up to 16 telescopes can be processed simultaneously, realising net
data flows of up to 16 Gbps streaming into the EVN Data Processor at JIVE. Currently 5
telescopes in Europe have high-speed network connections to GEANT2. The goal of SA2 will
be to extend the number of telescopes than can participate in the e-VLBI array. The goal is for
a total of 12 European telescopes to be added to the network. In addition, SA2 has an
international dimension, extending the e-VLBI array to Asia, South Africa, South America &
USA.

This grid-empowered e-VLBI infrastructure would be unique in the world (and certainly in
Europe) and would include some of the largest radio telescopes on the planet (see Figure S1),
including the 300-m Arecibo telescope (USA), the 100-m Effelsberg telescope (DE), the 76-m
Lovell telescope (UK) and the 93-m WSRT array (NL). This e-infrastructure would offer
several important new capabilities that would be of prime interest to the international
community and the European astronomical community in particular.
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Figure S1: The e-VLBI infrastrucure will connect together the largest telescopes in the world - Arecibo 300-m
(top left) and Effelsberg 100-m (top right); the upgraded Lovell Telescope (bottom left) in the UK (as
inaugurated by HRH Prince of Wales) and the recently constructed Yebes 40-m telescope (bottom right), near
Madrid, Spain.

The advantages of a real-time e-VLBI network include:

e Very High Sensitivity — the ability to conduct sustained high data observations (up to 1
Gbps per telescope) by a globally distributed 16-telescope array, that is not dependent on
expensive and limited capacity magnetic media,

e Improved Array Reliability — e-VLBI results in VLBI data being processed in real-tine at
the data processor; feedback on the performance of the participating telescopes can be
immediately provided by staff at JIVE to the astronomers and engineers located at the
telescopes as the observations progress,

e “Target-of-Opportunity” Science Capability— e-VLBI produces immediate results,
reliably (see point ii). The e-VLBI array that we envisage can rapidly follow-up
unexpected transient events (€.g. supernova explosions, gamma-ray bursts etc.), without
worrying about the logistical aspects of magnetic media, and can automatically generate
results on the same time-scale as other real-time instruments. Since transients are usually
evolving events (the source is often expanding rapidly and/or fading in brightness) — such
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rapid verification of previous e-VLBI observations can be useful in establishing the
optimal observing strategy for the next set of observations (e.g. choice of telescope array,
observing frequency, choice of calibration sources etc.). The rapid delivery of processed
VLBI data to the astronomer also means that results relevant to the overall interpretation
of a transient event can be published on time-scales that are competitive with other
instruments,

¢ Rapid Result Service — In addition to Target-of-Opportunity (ToO) observations, there are
several other VLBI applications that would benefit from a more rapid e-VLBI service,
these include: (a) geodetic VLBI (and in particular the generation of standard geodetic
VLBI products such as Earth-orientation and Earth-rotation parameters) rotation and (b)
precision spacecraft navigation. In the latter case, it is crucial to minimise the delay
between observing the spacecraft and determining its position. Astronomers would also
benefit quite generally in a reduction in the observe/results turn-around time, especially so
for observing programmes associated with PhD students/projects. The e-VLBI array we
propose would reduce the typical turn-around time between an astronomer observing and
obtaining the results from many months to a few days (or even shorter in the case of ToO
events),

e Combined e-VLBI and e-MERLIN observations — a cornerstone of this proposal is to
ensure that the fibre-based e-MERLIN array of radio telescopes in the UK can
transparently be connected to the rest of the e-VLBI network and to JIVE. This will
enable astronomers to produce high fidelity images of complex radio sources over a large
range of angular scales, corresponding to the (inverse) range of telescope separations,
from the closest MERLIN telescope separation (a few kilometres) to the most distributed
e-VLBI telescope separation (many thousands of kilometres).

e Flexible & Expanded e-VLBI Operations — the use of fibre communication networks to
transfer VLBI data to JIVE will substantially reduce the labour intensive nature of having
to constantly change magnetic media during the course of VLBI observations.
Maintaining and tracking the provision and location of media throughout the telescope
array, as well as the continuous burden of having to ship the magnetic media to and from
the telescopes and the data processor will also disappear. Without these logistical
headaches, e-VLBI can permit a much more flexible mode of operation. This raises the
possibility of expanding VLBI observations through the year (perhaps using a subset of
the full telescope array), while retaining the traditional block-sessions where all telescopes
participate.

With these advantages in place, this e-VLBI array would conduct unique research in several
different and diverse areas of astronomy. These include: (a) the quiescent and eruptive states
of radio stars and exotic x-ray binary systems that exhibit superluminal motions in our own
galaxy; (b) the evolution and expansion of supernova remnants and their interaction with the
interstellar medium; (c) probing the immediate environment surrounding active nuclei in
nearby galaxies from spectral line absorption and maser emission studies, (d) detailed
individual studies of nearby star forming and starburst galaxies; (e) distinguishing between
starburst and AGN activity in optically faint and distant, high-redshift dust obscured galaxies
via deep, wide-field surveys; (f) determining the nature of dark matter, its distribution and the
expansion rate of the universe through high resolution observations of gravitational lenses; (g)
the classification and determination of the morphology and evolution of compact radio
sources and the detailed study of relativistic radio jet physics; (h) 6.7 GHz observations ( a
frequency unique to the EVN) of methanol maser emission around proto-stars, (high precision
astrometry, including the search for planetary companions around the nearest radio stars; (i)
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precision spacecraft navigation using VLBI techniques as recently highlighted during the
ESA-Huygens mission.
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Figure S2: Recent scientific highlights of the EVN - the detection of faint radio source in the Hubble Deep
Field (top left), the velocity field of OH emission revealing a torus of gas surrounding the central regions
of a nearby star-forming galaxy (top right), High-fidelity mapping of a multiply imaged gravitational lens
system (bottom left), Precision tracking of the Huygens probe during its descent on to the surface of Titan
(bottom right) and the evolution of a Supernova explosion in a nearby galaxy (bottom).

The e-VLBI Grid-empowered infrastructure is composed of distributed ensemble of radio
telescope facilities. These will be integrated together by connecting each of the telescopes to a
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high-speed National Research Networks (NRENs) and thereafter to the data processor at JIVE
in the Netherlands, via GEANT and SURFnet. The telescopes are mainly located within
Europe but VLBI is a global pursuit and we aim to incorporate telescopes in Asia, South
Africa, South America and the USA into the e-VLBI network. GEANT has established (or is
in the process of establishing) direct connections with many of the associated NRENs. Each
of the telescopes is (or will be) equipped with a standard MkIV VLBI data acquisition system
that samples and digitises the telescope signal. The digitised data will be recorded on a Mk5
VLBI recorder system, developed by Haystack, and already widely deployed around this
telescope network. The MkS5 will not record data on disk, but will instead stream the data
directly onto the network. This has been demonstrated during the Proof-of-Concept tests but
at very modest data rates. The data will stream directly from the telescopes to JIVE, each data
stream being associated with identical Mk5 units at the data processor. The data will be
processed in real-time at JIVE and the output stored on disk. These output data will be
calibrated and preliminary radio source images will be generated via an automatic pipeline
system. Control of the telescopes, data acquisition systems and the correlator will be
conducted via an electronic schedule that runs on identical control computers. This situation
largely mirrors the way in which VLBI currently operates, with the exception that the delivery
of data to JIVE (and the subsequent processing and pipeline process) is made in real-time.
Due to safety regulations, telescope control resides locally, but command of telescope data-
flow channels and network connections will be made centrally at JIVE. As with normal VLBI
data processing, the original and pipelined VLBI data (including preliminary images) will be
made available to astronomers via the EVN archive — a secure, web-based data repository.

A general description of the constituent parts of the e-VLBI network is presented in Table S1.

The constituent components of the e-VLBI infrastructure are essentially identical to the
current European VLBI Network facility, with the addition of various network resources,
including high-speed (local-loop) connections to the radio telescopes and use of the European
NRENs and GEANT. SURFnet, AARNET and naturally GEANT are named specifically as
constituent parts of the e-infrastructure, as either their participation is essential to the success
of the project or their contribution is at a level above and beyond the normal network service
provisions that can be expected. The other European NRENS are also involved in the project
via Networking Activity NA2. The e-VLBI Proof-of-Concept project already brings together
the main constituents listed in Table S1. Members of the EVN and JIVE have a long and
successful track record with respect to international collaboration, and a very similar situation
exists between the individual European NRENs and GEANT. The relationship between the
EVN and the research networking community is strong and the collaboration is evolving
quickly. The construction of a Grid-enabled e-VLBI facility will strengthen these links further
— the current collaboration may be seen as a model for engaging other scientific communities,
those that are only now emerging as potential network applications.

Table S1 - General description of the constituent parts of the Grid-empowered
infrastructure

Name of the constituent parts

Location (town, country) | Dwingeloo, The Netherlands

Web site address www.jive.nl

Organisation legal name | Joint Institute for VLBI in Europe (JIVE)

and address Oude Hoogeveensedijk 4, 7991 PD Dwingeloo, The
Netherlands
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Facilities made available
to the Grid-empowered
infrastructure

VLBI Data Processor (Supercomputer), Pipeline data
processing, Telescope & User Support, High-speed
network connections to GEANT.

Location (town, country)

Canberra, Australia

Web site address

www.aarnet.edu.au

Org. Legal Name, address

AARNET, GPO Box 1559, Canberra ACT 2601,
Australia

Facilities made available

High-speed light-paths from Australian radio
telescopes facilities to Europe (JIVE)

Location (town, country)

Oxford, United Kingdom

Web site address

www.dante.net

Org. Legal Name, address

Delivery of Advanced Network Technology to Europe
Ltd., City House, 126-130 Hills Road, Cambridge CB2
1PQ, United Kingdom

Facilities made available

GEANT - the pan-European Research Network which
interconnects the radio telescopes to the VLBI Data
Processor at JIVE.

Location (town, country)

Poznan, Poland

Web site address

www.man.poznan.pl

Org. Legal Name, address

Instytut Chemii Bioorganicznej Pan, Noskowskiego
12/14, 61-704 Poznan, Poland

Facilities made available

NREN connection from Torun Radio Telescope to
GEANT; access to super-computing GRID facilities.

Location (town, country)

Utrecht, The Netherlands

Web site address

www.surfnet.nl

Org. Legal Name, address

SURFnet B.V., P.O. Box 19035, 3511 CK Utrecht,
The Netherlands

Facilities made available

The SURFnet network in the Netherlands - managing
the High-speed connection that links JIVE to all the
other e-VLBI capable radio telescopes; Lamda
Networking Technology.

Location (town, country)

Dwingeloo, The Netherlands

Web site address

www.astron.nl

Org. Legal Name, address

Netherlands Foundation for Research in Astronomy,
Oude Hoogeveensedijk 4, 7991 PD Dwingeloo, The
Netherlands

Facilities made available

The WSRT radio telescope, VLBI data acquisition
systems and high-speed network connection.

Location (town, country)

Alcala de Henares, Spain

Web site address

WWW.cnig.es

Org. Legal Name, address

CNIG-IGN, Observatorio Astronomico Nacional,
Campus Universitario, Carretera N-II, km 33,600. E-
28871 Alcala de Henares, Spain
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Facilities made available

The 40-m radio telescope at Yebes, VLBI data
acquisition systems and (via SA2) high-speed network
connection

Location (town, country)

Epping, Australia

Web site address

www.atnf.csiro.au

Org. Legal Name, address

CSIRO Australia Telescope National Facility, P.O.
Box 76, Epping NSW 1710, Australia

Facilities made available

The radio telescope facilities in Australia, VLBI data
acquisition  systems and high-speed network
connection.

Location (town, country)

Krugersdorp, South Africa

Web site address

www.hartrao.ac.za

Org. Legal Name, address

Hartebeesthoek Radio Astronomy Observatory, P.O.
Box 443, Krugersdorp 1740, South Africa

Facilities made available

The 26-m radio telescope, VLBI data acquisition
systems and (via SA2) high-speed network connection.

Location (town, country)

Bologna, Italy

Web site address

www.inaf.it

Org. Legal Name, address

Istituto Nazionale di  Astrofisica, Istituto di
Radioastronomia, Via Gobetti 101, 40129 Bologna,
Italy

Facilities made available

The radio telescope at Medicina, VLBI data
acquisition  systems and high-speed network
connection via SA2. The radio telescope at Sardinia
(also via SA2) & high-speed network connections

Location (town, country)

Bonn, Germany

Web site address

www.mpifr-bonn.mpge.de

Org. Legal Name, address

Max-Planck-Institut fiir Radioastronomie, Auf dem
Hiigel 69, 53121 Bonn, Germany

Facilities made available

The 100-m radio telescope at Effelsberg, VLBI data
acquisition systems and (via SA2) high-speed network
connection.

Location (town, country)

Kylméld, Finland

Web site address

http://kurp-www.hut.fi

Org. Legal Name, address

Helsinki University of Technology, Metsdhovi Radio
Observatory, Metsdhovintie 114, 02540 Kylmaila,
Finland

Facilities made available

The 14-m radio telescope, VLBI data acquisition
systems and (via SA2) high-speed network connection.

Location (town, country)

Arecibo, USA

Web site address

www.naic.edu

Org. Legal Name, address

National Astronomy and Ionosphere Center, Arecibo
Observatory, HC3 Box 53995, Arecibo, Puerto Rico
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00612, USA

Facilities made available

The 300-m Arecibo radio telescope, VLBI data
acquisition  systems and high-speed network
connection.

Location (town, country)

Torun, Poland

Web site address

www.umk.pl

Org. Legal Name, address

Nicolaus Copernicus University, Torun Centre for
Astronomy, Dept. of Radio Astronomy, ul. Gagarina
11, 87-100 Torun, Poland

Facilities made available

The 32-m radio telescope, VLBI data acquisition
systems and high-speed network connection.

Location (town, country)

Onsala, Sweden

Web site address

www.0so.chalmers.se

Org. Legal Name, address

Chalmers University of Technology, Onsala Space
Observatory, SE-43992 Onsala, Sweden

Facilities made available

The 20 and 26-m radio telescope, VLBI data
acquisition  systems and high-speed network
connection.

Location (town, country)

Shanghai, China

Web site address

www.shao.ac.cn

Org. Legal Name, address

Shanghai Astronomical Obervatory, Chinese Academy
of Sciences, 80 Nandan Road, 200030 Shanghai,
China

Facilities made available

The VLBI capable radio telescopes in China, including
VLBI data acquisition systems. High-speed network
connections to Shanghai (via SA2).

Location (town, country)

Concepcion, Chile

Web site address

www.tigo.cl

Org. Legal Name, address

Observatorio Geodesico TIGO, Universidad de
Concepcion, Camino Einstein Km 2,5. Casilla 4036,
Correo 3, Concepcion, Chile

Facilities made available

The radio telescope, VLBI data acquisition systems
and (via SA2) a moderate-speed network connection.

Location (town, country)

Jodrell Bank, United Kingdom

Web site address

www.jb.man.ac.uk

Org. Legal Name, address

The University of Manchester, Jodrell Bank
Observatory, Macclesfield, Cheshire SK11 9DL, UK

Facilities made available

e-MERLIN and Lovell 76-m radio telescopes, VLBI
data acquisition systems and high-speed network
connections.

Location (town, country)

Riga, Latvia

Web site address

www.virac.lv
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Org. Legal Name, address | Ventspils International Radio Astronomy Center,
Ventspils University College, Akademijas laukums 1-
1503, LV-1050 Riga, Latvia

Facilities made available The 32-m radio telescope, VLBI data acquisition
systems (to be procured via local funds) and (via SA2)
high-speed network connection.

The use of high-speed communication links as proposed here, permits the radio telescopes
and the data processor at JIVE (see Figure S3) to connect together to form an interferometric
network - the equivalent of a single, integrated radio telescope of continental dimensions,
capable of producing high quality radio images of astronomical sources with unprecedented
angular resolution. The added value of creating this distributed telescope is enormous — the
resolution (level of detail) that can be attained by the e-VLBI array of radio telescopes is
100000 times better than that of a single, unconnected radio telescope, operating in isolation.
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Figure S3: The heart of the EVN data processor at JIVE - a purpose-built super-computer developed to
process VLBI data.

The facilities offered by the e-VLBI array are considerable. The services discussed in this
proposal are specifically related to the radio astronomy community and the international
astronomical community more generally. However, many of the EXPReS partners (e.g. OSO,
ShAO, TIGO, HARTRAO, INAF, MRO) are also involved in geodetic VLBI where there is
significant interest in e-VLBI’s capability to provide fast results. We also expect that the e-
VLBI infrastructure will be of interest to the spacecraft navigation community. JIVE recently
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demonstrated the benefits of VLBI, and indeed e-VLBI, as they relate to precision spacecraft
tracking in support of space science. We have close links with the ESA community as
demonstrated by a letter of interest (see Figure S4).

The e-VLBI array offers real-time VLBI observations and processing, providing astronomers
with pipelined data a few days after the observations have been made (or in the case of
Target-of-Opportunity (ToO) observations, only hours after the observations are complete).
The array will be available at all the standard EVN frequencies, ranging from 1.4 to 22 GHz.
Both spectral-line and continuum-mode observations will be offered to astronomers. The e-
VLBI infrastructure will also have a rapid science response capability, and will service
requests from astronomers for ToO observations of unexpected transient phenomena.
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Scientific Projects Department

Dr. M.A_ Garrett,

Director

Joint Institute for VLBI in Europe
P.0. Box 2

7990 AA Dwingeloo

The Netherlands

our reference SCI-P-7091-IL 14th March 2005

Figure S4: A letter of support for EXPReS from the ESA Head of Science Projects Department, Jacques

Louet.

Dear Dr. Garrett,

On behalf of the European Space Ageney, Science Projects Directorate, I am pleased to
express our support to the proposal in response to the EC FP6 call for *Structuring the
European Research Area’ aimed at developing the electronic VLBI (eVLBI)
Infrastructure — EXPReS.

Over the recent years synergy between radio astronomy, space science and space
exploration has been demonstrated on many occasions. The latest and most visible
example of extremely valuable radio astronomy support to a space mission came from
the VLBI Tracking Project of the Huygens Titan mission. This mission culminated on
14 January 2005 with a successful entry in the atmosphere, parachute gliding and touch-
down on the surface of Titan. The radio signal from the Huygens Probe was tracked by
a VLBI network of Earth-based radio telescopes enabling unprecedented accuracy of
trajectory measurements achieved by the JIVE-led team of radio astronomers.

We realise that the Huygens mission defines the cutting-edge of the present day VLBI
technology. We also realise that the way forward includes such developments as
broadening the observing bandwidth, operating at even higher data rates and providing
real-time capability to VLBI observations. In all these developments we clearly see a
wealth of potentially beneficial applications for future ESA missions.

I therefore confirm that we maintain keen interest in the success of your proposal and
look forward for fruitful collaboration in eVLBI applications for future ESA Space
Science missions.
Yours sincerely,

N
Jacques'Lou

Head of the Science Projects Department
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The way in which these services will be offered to the community will be based on the same
well-established procedures employed by the EVN. In brief, the e-VLBI array will be an open
facility in which access is solely dependent on the scientific merit of the observing proposal.
Access to the facility will be offered via the standard EVN Call for Proposals system,
including the proposal evaluation and selection procedure. The EVN issues, and widely
circulates, three Calls for Proposals per year (with 1 February, 1 June and 1 October
deadlines). These are propagated via the VLBI e-mail exploder, the EVN home web page and
the EVN Newsletter. The e-VLBI service will also be highlighted via the Newsletter of the
European Astronomical Society. A major part of the activities of NA3 & NA4 will also
involve publicising the scientific opportunities associated with the e-VLBI infrastructure. The
Call for Proposals contains (or points to) sources of useful information that may be required
to prepare and generate the proposal. In particular, research teams will complete a proposal
form that contains a technical description of the e-VLBI (EVN) observations they wish to
perform, and a scientific justification. The proposals may be submitted by normal mail (as
paper copies) or electronically (via e-mail).

Table S2 - General description of the services provided by the Grid-empowered

infrastructure.
Objectives User Community
served
Specific Service # 1 | Provide a production level e-VLBI | Radio astronomy,
(SAT) service. The objectives are to make | geodesy,
available to the user community a | spacecraft
real-time e-VLBI infrastructure that is | navigation.

open to all and capable of conducting
state-of-the-art scientific research.
The facility will offer end-users

unique capabilities, especially in
terms  of  Target-of-Opportunity
observations.

Specific Service # 2
(SA2)

Network Provision for a global e-
VLBI array. The objectives are to
expand the network of e-VLBI
capable telescopes, i.e. to increase the
number of radio telescopes with high-
speed network connections in order to
realise an e-VLBI infrastructure than
is distributed across FEurope and
beyond.

Radio astronomy,
geodesy,
spacecraft
navigation.

5.B.1.2. QUALITY OF THE MANAGEMENT

Decision making structures, communication flow and rights & responsibility
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The management of the e-VLBI infrastructure will be the prime responsibility of the
European VLBI Network (EVN). The role of EXPReS itself will be to realise a distributed e-
VLBI production facility, extending across Europe and beyond. The EXPReS consortium will
manage the programme of Networking, Specific Service and Joint Research activities — all of
which are required in order to realise that goal. The EVN will operate the e-VLBI facility,
following the standard management structure and operational procedures that are already in
place for the EVN. All the radio telescopes that will participate within the e-VLBI array are
current members of the EVN with the exception of VIRAC (Latvia), which is in the process
of being upgraded to EVN standards, and is an aspiring EVN member. The overall
coordinator of EXPReS (Dr. M.A. Garrett) is a member of the EVN Consortium Board of
Directors. He has eight years of experience as a project manager of several EC funded
Transnational Access contracts, was coordinator of FP5 RadioNet and is a member of the
RadioNet FP6 board of directors. He is also leading European astronomer, active in many
different aspects of radio astronomy. Since the coordinator of EXPReS is also a member of
the EVN Board, he will report to the board on progress being made in the context of the EC
project. The EVN board will critically view progress being made in realising the e-VLBI
infrastructure.

The EVN was formed in 1980 by a consortium of five of the major radio astronomy institutes
in Europe (the European Consortium for VLBI). Since 1980, the EVN and the Consortium
has grown to include 9 institutes with 11 telescopes in 8 EU states, as well as other member
institutes with telescopes in China, South Africa and the USA. All these institutes are
participants within EXPReS. The Grid-empowered e-VLBI facility will also be managed by
the EVN Board of Directors. Members of the board are the Directors of the individual radio
astronomy institutes (including JIVE), plus the BKG (operator of the Wettzell telescope in
Germany, and the major geodetic VLBI institute in Europe). The Board of Directors meets
every 6 months and receives reports from the EVN officers (the EVN Scheduler, Selection
Panel chairperson & chairperson of the Technical Operations Group). The EVN Programme
Committee (observing project selection panel) will evaluate e-VLBI proposals submitted by
researchers in response to the published EVN & e-VLBI Call. It is composed of 12
distinguished astronomers with a mixture of both scientific and technical expertise. Four
members of the panel (currently including the PC chair) are independent i.e. they are not
affiliated to any of the EVN institutes. PC members are appointed by the EVN Consortium
Board of Directors.

If an e-VLBI proposal has been favourably evaluated by the EVN Programme Committee,
details of the proposed observations (duration, observing mode, time-critical aspects etc) are
passed by the PC chair to the EVN scheduler. The scheduler will inform the leader of the e-
VLBI research team when the observations will take place by distributing an electronic
version of the e-VLBI observing session. The e-VLBI Support Scientist (see SA1) will be
assigned to provide scientific support to the research team. Since the e-VLBI facility will be a
distributed network of radio telescopes, the e-VLBI observations are necessarily performed in
absentia; the astronomer will control the telescopes via the electronic schedule or “e-
Schedule”. It will be the responsibility of the research team to generate an observing schedule
(the latter is self-contained and will control all the radio telescopes, plus associated e-VLBI
equipment, e.g. Mk5 network units, observing frequency etc.). Comprehensive scheduling
assistance will be provided by the e-VLBI Support Scientist. This “e-schedule” will be
created by new, public domain e-VLBI scheduling software, based on existing VLBI
software. It will be the responsibility of the EVN Consortium and the e-VLBI array to provide
the astronomer with useful data. Observations that result in the failure of more than 1/3 of the
data will be re-observed automatically. Some revision of these procedures may be necessary
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in order to properly support ToO observations, but existing arrangements will suffice initially
and will naturally evolve in the long term.

Research teams that observe with the e-VLBI array will have a very high degree of
independence from the network. The EVN’s role is to provide the processed data requested
and justified in the original proposal and scheduled by the EVN scheduler. Thereafter the
execution of the research project itself is considered the responsibility of the research team
itself, not the network. Research teams will choose the level of scientific and technical
support they require. The interpretation of the processed data is always the sole responsibility
of the research team.

Scientific, Technical & Logistical Support

e-VLBI astronomers will be invited to visit JIVE (the central VLBI data processor) at the time
the e-VLBI observations are actually being made. In the past this was not a useful option, but
with a real-time instrument with immediate feedback to both the individual telescope staff and
the astronomers, we believe the simultaneous and active involvement of all participants will
result in a crucial “cultural change” in the way VLBI is conducted. For the first time it will be
possible to fully connect the astronomer with the instrument, able to make changes to the
observing strategy as events unfold. Such changes might include modifications to not only the
observing strategy but also the data processing (correlation) parameters. While this is a
common scenario for most non-distributed, real-time, astronomical instruments, it is virtually
unknown in the case of VLBI. It will of course also be possible for the astronomer to monitor
events remotely.

As the data flows from the data processor, the visiting astronomer will be able to observe the
automatic pipeline processing of the data. This process will be fully supported by the e-VLBI
support scientist. He or she can provide expert advice and “hands-on” assistance in order to
ensure good progress is made. The support scientist will also ensure that the visitor’s
logistical needs are met. Support Scientists are post-doctoral fellows conducting their own
programmes of research and are often available outside normal working hours. The processed
and pipelined data (images) will be available to the astronomers via the standard EVN archive
(naturally this can also be accessed remotely via the same high-speed internet that was used to
accommodate the original telescope data flows). The data generated by the e-VLBI array will
be subject to the same proprietary rules as EVN data. Specifically, the data generated by the
EVN data processor at JIVE will be the sole preserve of the lead astronomer and his or her
research team — the group that submitted the original research proposal. After 12 months, the
data will be freely accessible by all via the EVN archive — this follows the standard EVN data
policy. The rights of access to the data then enter into the public domain.

Both the processing and analysis of e-VLBI data requires specialised computer software
running on high-end Unix workstations and for large wide-field or spectral-line data sets, on
computer (Grid-based) clusters. Often such software will not be available at an external users
own institute, and its installation and maintenance is often non-trivial. We expect many e-
VLBI astronomers from universities where these facilities (specifically the software
environment) may not be readily available. We will invite all e-VLBI users to visit JIVE in
order to optimally analyse their data with the direct support of a dedicated e-VLBI support
scientist. The goal is for visitors to leave JIVE with a final e-VLBI image (or spectrum) of the
astronomical object(s) proposed in the original proposal, only a few days after the
observations were made. At this stage the research team should be in a position to begin to
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write-up the observations as a scientific research paper and present the results at astronomical
meetings.

JIVE and its host institute, the Netherlands Foundation for Research in Astronomy
(ASTRON), moved into a new building at the end of 1996. Modern, on-site visitor
accommodation (including kitchen facilities) is available to visiting scientists. JIVE provides
permanent office space for five visiting scientists. Six high performance computer
workstations are dedicated to visitors who wish to analyse VLBI data, a 16-node Cluster
Computer is also available. A library that stocks all the major astronomical journals is also
freely available to visitors. Visitors to JIVE can therefore expect outstanding levels of
scientific and logistical support. In addition, JIVE and ASTRON jointly organise weekly
colloquia and less formal “Astro-Lunch” clubs. Speakers usually include internationally
recognised researchers who are visiting one of the institutes. JIVE staff are familiar with the
VLBI technique generally but several are experts in their own fields, including spectral-line
VLBI, faint source detection, polarisation calibration, wide-field imaging, astrometry, space
VLBI and precision spacecraft navigation techniques. Astronomers who visit the JIVE and
EVN facilities are therefore exposed to a stimulating, international research environment, and
are in a perfect position to forge important links with some of the main players in European
astronomy.

5.B.1.3. EUROPEAN ADDED VALUE AND IMPACT
Interest in the e-VLBI infrastructure & Impact

The e-VLBI infrastructure that we plan to create has many advantages over the current EVN
array. These have been presented in section 1. By the end of the 3-year EXPReS programme,
we expect that a substantial fraction of EVN users will have taken advantage of the new
capabilities e-VLBI will provide. Currently the total number of users given access to the EVN
in a typical year is 300. Of these 300 about half are affiliated to the EVN institutes and the
other half are external users. The latter are mainly located in Europe, USA, Australia, and
Japan.

The EVN is widely recognised as one of Europe’s major research infrastructures. Access to
the EVN for external, European astronomers, has been funded by the EC’s Transnational
Access Programme since FP3 (1992). This programme of support has continued across FP4,
FP5 and most recently FP6 — as part of the RadioNet I3 collaboration. We expect a significant
increase in the astronomical community’s interest in using the European VLBI Network if it
is able to provide a real-time capability. In particular, the ability of an e-VLBI array to
conduct Target of Opportunity observations will be an important advantage in attracting
additional users. The ability of the e-VLBI infrastructure to deliver immediate results will
make it unique in VLBI, and we can expect significant interest in this new potential
capability.

An additional factor in this area is that we also expect Target of Opportunity projects to
become more frequent, especially with the recent and successful launch of the NASA SWIFT
observatory. This is equipped with several instruments that make it an ideal observatory for
the detection of a variety of transient astrophysical sources, and we can expect that some
fraction of these will also result in the generation of prompt and compact radio emission.

We expect the results that are obtained via the proposed e-VLBI infrastructure will have most
impact within the international astronomy community. As is the case for EVN results, new
knowledge obtained form the e-VLBI array will be published in peer-review astronomical
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journals, including Astronomy & Astrophysics, Astrophysical Journal, Monthly Notices of the
Royal Astronomical Society etc. Outstanding results (often associated with transient events)
are likely to be published in journals such as Nature and Science.

We will also expect astronomers to present their results at various international meetings,
conferences, symposia, €fC. In particular, e-VLBI results will feature in the biennial EVN
Symposia that are held at one of the EVN institutes. Inexperienced e-VLBI users will also
attend radio interferometry schools (supported by RadioNet) where the e-VLBI technique will
form part of the curriculum. We also hope to generate Press Releases (via Networking
Activity NA4) that will present those results of EXPReS that will be of particular interest to
scientists in other fields, the communication network community and the general public.
Interest in astronomy is large in all walks of life — we expect results from the e-VLBI array to
feature prominently in Press Releases associated with EXPReS.

Telecommunications connectivity services

We propose to use EC financing to upgrade the telecommunications connectivity of the radio
facilities that are involved in EXPReS, particularly those that are elements of the e-VLBI
infrastructure (see SA2). Commercial and contractual activity will be an important part of
building and operating the e-VLBI infrastructure. In all cases, the EC’s contribution to the
network provisioning will always be very much less than 50% of the total costs. It should be
noted that in order to connect some remote radio telescope sites, the total cost of network
connectivity may run to several million Euro. It will be important in these cases (but indeed in
all cases) that the radio observatories adhere to the appropriate standards of public
procurement, in particular the tendering process, contract publication, award
procedures/criteria, also taking into acount social policy and other measures that ensure that a
competitive and fair bidding process takes place. In particular, the EXPReS Consortium
members agree to comply with all aspects of the rules of public procurement, as they apply
nationally and within the European Community itself.

The developers and operators of GEANT, DANTE (and indeed the other EXPReS NRENS),
have an enormous amount of experience in public procurement of network infrastructure.
They will play an important role in guiding the e-VLBI radio telescopes with respect to this
activity (SA2). In addition, several EVN observatories have already gone through the process
of procuring or leasing network infrastructure, in particular Jodrell Bank Observatory recently
negotiated the provision of 600 kilometres of dedicated dark-fibre for e-MERLIN, signing a
multi-million Euro contract with Fujitsu and Global Crossing. In addition, 80 km of new
fibre have been installed along minor roads in order to connect the e-MERLIN telescopes to
the trunk fibre. The other observatories at Onsala Space Observatory (SE), Westerbork Array
(NL), Torun Radio Observatory (PL) and JIVE (NL) have also successfully negotiated their
own high-speed network connections (see Figure S4).
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Figure S4: Fibre being installed at JBO (2004) and JIVE (2002).

The nature of EXPReS, and in particular the fundamental objective of creating a distributed
real-time radio telescope of continental dimensions, offers network suppliers an attractive
opportunity to be involved at the leading edge of large-scale scientific networking. We hope
to establish some good but fair deals in an atmosphere of general cooperation. It is possible
that a certain amount of re-tendering, in particular for connectivity, might take place as
networking technologies continue to develop.
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5.B. 2 SPECIFIC SERVICE ACTIVITY 1: PRODUCTION E-VLBI SERVICE
5.B.2.1. SCIENTIFIC AND TECHNOLOGICAL EXCELLENCE
5.B.2.1.1 Objectives and originality of the service activity

A two-year, proof-of-concept investigation has confirmed that real-time, gigabit-scale e-VLBI
is possible using existing radio telescope data acquisition technology and the capacity
provided by the National Research Networks and the pan-Europe Research Network
(GEANT). The primary aim of Service Activity 1 (SA1) will be to integrate these resources
into a production-level, e-VLBI service, and in particular ensure that the VLBI data processor
at JIVE is able to reliably process (in real-time) net e-VLBI data streams of up to 16 Gbps.

Experimentally, real-time e-VLBI has been achieved by manual adjustment, quick-fixes and
ad hoc coordination. For production grade real-time operation, these disjoint operations must
be integrated into a coherent whole. This will require the re-engineering of software structures
and the creation of new software services to merge functionality and manage end-to-end
performance. In particular, we must achieve and reliably process data rates that are an order of
magnitude greater than that demonstrated by the e-VLBI Proof of Concept (PoC). SAI
activities will be implemented in such away that expansion of the e-VLBI telescope array is
supported. In particular, provision will be made to ensure that the UK MERLIN network
(currently being upgraded to e-MERLIN, an interferometer array connected using dedicated
fibre-optic networks) can participate as a component of the e-VLBI infrastructure. SA1 will
include provision for the addition of this and other new data sources (e-VLBI capable
telescopes —see SA2) as they become available. The implementation of the project is designed
to be flexible to ensure that any potential for new modes of operation that enables new kinds
of science, offered by real-time operation, can be fully realised. In particular, the ability to
respond to Targets of Opportunity (ToO) will be cultivated. One of the important limitations
of traditional VLBI is the long delay between observation and evaluation of data. Transitory
events and processes that develop on short time scales require multiple observations, ideally
with the ability to adjust and refine the observing parameters in a way that immediately
maximises the scientific return. This is a mode of operation that most other astronomical
instruments can achieve but VLBI is unable to complement. SA1 will include a work package
that develops the ability to analyse data on-line and adaptively reschedule further
observations.

The following work-packages describe the activities that are required in order to realise the
goal of a production grade, distributed e-VLBI infrastructure service:

WP1 Operational Improvements for e-VLBI: Changes are needed in the various software
modules used to control operations at telescopes and the data processor. Real-time operation,
by definition, requires the automation of several processes. In addition, the fact that human
operators are present for non-real time VLBI has, historically, lowered the priority for
automation of many other functions. Interruptions and delays that represent a small
proportion of the current operational overhead become significant in a real-time system and
must be streamlined. A number of off-line utilities that convert the observer's requirements
into detailed equipment configurations and actions, at telescopes and the data processor, must
be revised. They must first be purged of all irrelevant functions concerned with magnetic
media. The data entry path will also be changed. Data entry to these utilities is currently via a
pre-prepared, strictly formatted text file. In a later work package an on-line data entry console
will be created to facilitate rapid changes to the observation and data processor configuration.
This will require a new data entry interface.
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The technique of VLBI requires accurate positions of the telescopes and the target source.
The Earth is not a stationary platform however, so a precise geometric model, synchronised to
wall-clock time is used to dynamically track the positions of all components of the system. In
normal VLBI the observe-time reference clock is re-created during correlation, but in a real-
time system wall-clock time and observe-time are one and the same. Experimentally the
alignment of these clocks has been achieved manually. This work package will automate this
synchronisation and optimise the sequence of events for real-time operation.

WP2 Data transmission developments: All tasks associated with moving data from the
telescopes to the data processor across the R&E networks are collected in WP2. A first step
will be to centralise control of the data-link. This will require the creation of client code for
the end systems and a controlling application, synchronised to other real-time processes and
system configuration parameters. The first generation of network interface for e-VLBI
transparently transports data (in existing formats) from telescope to data processor. However,
these formats are restricted to a series of "octave" data rates that prevent efficient use of
network bandwidth. New application layer code will be written to allow frequency channels
to be mapped to individual IP streams. This will permit network demand to be matched to
network capacity with finer resolution. VLBI has data transmission needs that are quite
different from many other applications. The signal collected by the telescopes is broad-band
Gaussian noise. Useful information is extracted by correlating data from two telescopes to
locate and characterise the signal that is common to both. This is revealed after averaging
over many millions of samples. Errors in the data from one antenna are thus eliminated in the
process and error rates can be high by normal communication standards. Errors of 1 part in
10° bits or even occasionally 1 part in 10* are acceptable. To maintain a reliable continuous
flow of data is of far greater importance however. A network protocol that suitably favours
data flow in preference to data integrity must be identified and integrated into the applications
used to implement the data link between telescope and data processor. The selected protocol
must also have the technical and political support of the R&E network providers. Current
experience has shown that the success of e-VLBI depends heavily on the status of the
intervening network. If bottlenecks can be located precisely and quickly it is often possible to
take corrective action. Where this is not possible there may be scope to adjust the parameters
of the observation to make best use of the bandwidth available. Adequate network monitoring
is therefore vitally important. Suitable monitoring clients will be identified and deployed
across the networks and tools for integration and presentation of network status information
will be prepared. Important network statistics will be compiled into a database and strategies
for optimum network utilisation will be devised and implemented.

WP3 Target of Opportunity Support: The first task of this work package will be to provide a
means of rapidly evaluating the radio astronomy source targets. The tool currently available
during correlation is a single baseline fringe display. This gives a powerful end-to-end,
diagnostic check of the technical performance of the system, but provides no information to
the scientist about the nature of the observed source. In fact a recognisable fringe display is
usually only possible when a strong calibration source is being observed. Instead the ability to
display an evolving calibrated "visibility" plot of much fainter sources will be developed.
Once an evaluation of the initial observation has been made the next step is to modify the
parameters and/or subject of the experiment. In the current system this is a manual operation
and a complete re-run of the observation and correlation job is required. Tools to enable
selective adjustments to be made will be developed. To enable more comprehensive
evaluation of an initial observation, a real-time pipeline will be created, generating results
from available data as an observation progresses.
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WP4 Real-time Monitoring Functions: A significant benefit of real-time operation is that
telescope faults can be isolated, diagnosed and corrected during the observation. This can
only be achieved if adequate feedback of the technical status of the array are available to
telescope and data processor operators. This work package will provide these facilities.
Currently, telescope operators can confirm that VLBI data are correctly formatted and are
able to check error rates. When data are flowing directly into the data processor however,
these functions are largely redundant. Data processor fringe checks confirm more
comprehensively the accuracy, stability and coherence of the entire data path. Existing
monitoring functions will be modified and enhanced to enable the outcome of these powerful
checks to be monitored by everyone involved in the technical performance of the experiment.
Additional data processing and presentation tools will be developed as necessary.

WHP5 Data Processor Upgrades. The existing data processor input is designed to receive data
from tape, which is naturally a continuous flow of parallel streams. New digital equipment for
data acquisition will make use of disk and/or network technologies, where the natural data
format is a “file.” Plans are therefore already in place to remove many redundant features of
the current system. The international VLBI community has agreed to a standard interface for
future VLBI data transport systems called “VSI” (VLBI Standard Interface), which takes
account of this trend. Work Package 5 includes a task to absorb these new standards when
they become available — new interfaces will be required and some changes to embedded
software modules will be necessary. As the e-VLBI array expands to include more telescopes,
improved and expanded facilities to connect these to the data processor will be needed. The
current network installation routes a separate Gigabit Ethernet line to each network interface
unit. In an expanded array more lines will be needed. A more flexible network interface will
also be beneficial, allowing data from multiple sources, at sub-gigabit rates, to be carried on
individual Gigabit Ethernet lines.

WP6 Addition of MERLIN Telescopes: The upgrade to VSI included in WP5 will enable VSI
equipped data sources to be incorporated into the e-VLBI array. One such candidate is e-
MERLIN in the UK. It will be efficient to enhance e-MERLIN with suitable VSI outputs
since the two projects will proceed in parallel. This work package supplies the additional
effort needed at Jodrell Bank to achieve this and associated support at JIVE.

WP7 Tests and Demonstrations: Experience has shown real progress is only made with
regular, live tests. Once every six weeks, available telescopes will join an e-VLBI test.
Instrument and staff time at the telescopes and data processor, represent a large and self-
financing contribution to the project.

Europe is currently leading the way in the exploitation of e-VLBI as a new scientific tool for
astronomy. The current Proof-of-Concept (POC) tests have demonstrated the e-VLBI
distributed array concept at data rates of up to 64 Mbps per telescope. The PoC generated the
first e-VLBI image (from 3 telescopes) and the first e-VLBI science demo (from 5
telescopes). The success of the PoC has a lot to do with the excellent research network
facilities within Europe (in particular GEANT), and the strong scientific motivation and
technical competence of the radio observatories and JIVE. The activities we propose in SA1
will lead to a production grade real-time e-VLBI infrastructure. It will be a unique
international astronomical facility — not just in Europe but in the rest of the world. As the
EXPReS work programme is implemented, the current (albeit limited) e-VLBI service will
not be disrupted. On the contrary, our aim is to ensure that end-users will see a constant
improvement in the capability and reliability of the e-VLBI service through the course of the
contract. It is estimated that the end-user community will be able to take advantage of the
EXPReS SA1 work programme within the first nine months of the project start date, and
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within 18 months a basic e-VLBI service will be available for regular use. The comprehensive
support provided to astronomers that use the EVN (in particular the personal assignment of
JIVE Support Scientists), will be transparently expanded to the e-VLBI service.
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Figure SA1l.1: Details of the advanced, DWDM fibre-optic link between JIVE and the Amsterdam
Internet Exchange. Separate wavelengths in a single fibre-pair are seen as Gigabit Ethernet lines
terminating in the ASTRON central computer/network facility. From there, internal optical fibres carry
data to the correlator via MarkS interface units. The six lines available now need to be expanded to
sixteen, enabling the full capacity of the existing correlator to be exploited. The installed fibre trunk
carries additional unused fibres that can be lit in the future to provide virtually unlimited capacity in and
out of JIVE.

5.B.2.1.2 Execution-plan of the service activity

An indicative multi-annual execution plan is shown in Figure SA1.2. A summary of the
various work packages is also provided here.

Table SA1.1: WORKPACKAGE SUMMARY
2
Work package Objectives E =) 3 Deliverable
SE| g
=T Cﬂ
WP1 Operational Improvements Revise and augment observation/correlation software and associated
for eVLBI utilities for real-time operation.
- Purge utilities of
non-relevant actions ;
1.1 Job preparation utilities 0.5 SWE Jo_tl).preparatlon
- Optimise for real- utilities
time case.
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1.2 Data processor control with

- Optimise data
processor control software
to run in real-time.

Real-time data
processor control
software

. - Minimise need for 0.7 SWE
respect to wall-clock time . .
manual intervention.
- Integrate data-link
control.
1.3 Testing - Testing support 0.5 SS

WP2 Data transmission
developments

Actions to improve the data rate and robustness of e-VLBI data

transfers across the R&E networks

Create integrated tool for

- End systems
client code

2.1  Central data link control setting up and controlling data- | 0.3 NWE ]
links from a single location - Controlling
application
Re-arrange mapping of data to
2.2 Application layer improvements IP streams to enable full use of | 1.0 NWE ;mplriz;/teig;setwork
available network bandwidth. PP
2.3 Transport protocol evaluation and Det'ermlne which Ot.‘ the . Protocol
p available protocols is optimum | 0.5 NWE ..
selection decision
for e-VLBI.
- Deploy monitoring
clients across the networks.
- Brepare tools for . - Monitoring client
integration and presentation
2.4 Network monitoring of network status 10 | Nwg | - Toolsand
information. databases
- Devise and - Strategies
implement strategies for
optimum network
utilisation.
0.5 SS
2.5 Testing - Testing support
0.1 HWE

WP3 Target of Opportunity
Support

Facilitate and allow dynamic scheduling

of the observation.

Facilitate rapid evaluation of

3.1 Visibility Monitoring observational targets. 0.4 SHE Visibility monitor
Enable rapid and selective SSHE, .
3.2 Fast/adaptive re-scheduling revision of observational 0.5 Fast/ada}ptlve
L scheduling tools
objectives and parameters.
3.3 Adaptive scheduling for data Corresponding selective Selective data
. control of data processor 0.5 SHE
processor operation. . processor controls
operational parameters.
Full pipeline for thorough
3.4 Real-time pipelining evaluation enabling early 0.4 SHE Software modules
follow-up observations
0.5 SS
3.5 Testing - Testing support
£ Supp 0.1 HWE

WP4 Real-time monitioring
functions

Provide feedback to telescopes and data processor enabling operators to
achieve optimal performance and to isolate and correct faults during the

observation.

4.1 Monitoring processes

Software modules to monitor
VLBI system status and data 0.5
quality.

SWE

Monitoring
processes
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Monitor
0.5 SWE information
handling modules

Collection, manipulation and

4.2 Information handling storage of information.

Web interface, secure user log- Monitoring user

4.3 User interfaces . . AR 0.5 SWE .
in, user input, visualisation. interfaces
s 0.5 SS
4 Testing - Testing support
& Supp 0.1 SHE

Data processor hardware upgrades to remove redundant, tape-media

WPS  Data processor upgrades specific elements and otherwise optimise infrastructure for eVLBI.

- Upgraded
0.6 HWE interface
- Serial links

Upgrade disk/network

5.1 VSI Hardware changes interface to VSI standard.

Adjust corrlelator control

5.2.  VSI Software changes software to operate in VSI 0.3 SWE VSI support
. software
hardware environment.
53 Flexible local GE network To allow flexible data . 02 NWE Flexible local GE
processor/telescope mapping network
5.4  Testing - Testing support 0.5 SS _
WP6 Addition of MERLIN e-MERLIN enhancements enabling MERLIN telescopes to be added
telescopes transparently to the e-VLBI array
Provide direct digital output
6.1. e-MERLIN VSI interfaces from  multiple  e-MERLIN 1 SDE VSI interfaces

telescopes for transmission to
JIVE using VSI protocol.

6.2 Testing - Testing support 0.5 SS

Live tests of e-VLBI approximately once every six weeks. Each test
will consume 8 hours of VLBI network time. Normal telescope and

WP7  ¢e-VLBI tests and data processor operational costs of €3.5k/hour will be absorbed by the

Demonstrations EVN. For 26 tests over the life of the project this amounts to an
equivalent contribution of €728k.
Labour Totals: FTE 12.7

k€ (@75k) 952.5

Material Costs:

Work package.task | Item Cost (k€)

5.1 Data processor network interface upgrade 100

5.1 New serial links 20

53 New network infrastructure 100

6.1 VSI conversion modules 30

Resources:

SWE:  Software Engineer 3.0FTE SHE: Software/Hardware Engineer 2.7 FTE
NWE: Networking Engineer/Specialist 3.0 FTE

SDE: Senior Digital Engineer 1.0 FTE SS: Support Scientists 3.0FTE
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A detailed execution plan for the first 18 months of SA1 is presented in Figure SA1.3 and
Table 5 (section 5.B.2.4).

b1 M5 M3 m13 17
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|
2
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Figure SA1.3: Detailed execution plan for the first 18 months
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5.B.2.2. QUALITY OF THE MANAGEMENT
5.B.2.2.1 Management and competence of the participants

The overall SA1 manager will be Dr. Arpad Szomoru at JIVE (the Netherlands) who will act
as the overall Team Leader or Principal Investigator (PI). He has led the team that
successfully demonstrated the principle of e-VLBI within the EVN-NREN e-VLBI Proof-of-
Concept (PoC) project. He has significant experience of managing complex development
projects. Each work package will be lead by a manager. A plan of implementation and
resource utilisation will be prepared for each task, and it will be the responsibility of mangers
to maintain progress in their individual work packages. They will also ensure that any
problem that affects the overall SA is reported to the PI in a timely manner. The PI will
monitor dependencies and take corrective action to ensure that goals are being met, and that
the SA is on time and on cost.

The major part of this service activity will take place at JIVE making coordination and
management relatively straightforward. The only major off-site component, WP6, will be
undertaken at Jodrell Bank in the UK. The most important tool for coordination of individual
work packages is the early definition of interfaces. This is especially so in the case of Jodrell
Bank. With a good definition of the interface requirements this work package can be
undertaken as a semi-autonomous project. JIVE components fall within the scope of a three-
week cycle of Technical Operations, Science Operations and Software Development
meetings, already firmly established at JIVE. These projects will become a fixed item on the
agenda of these meetings enabling any problems to be recognised immediately. The meetings
supported by NA2 will provide an opportunity to review progress in a broader forum and the
annual NA3 e-VLBI/Science meetings will ensure that SA1 is correctly targeted to meet the
needs of the users.

Participating | nstitutes

Jodrell Bank Observatory, part of the School of Physics and Astronomy of the University of
Manchester, owns and operates the 76-m Lovell Telescope (LT) and the 7-element
MERLIN/VLBI National Facility. Both the LT and MERLIN are integral components of the
EVN, indeed JBO was one of the founding members of the EVN. MERLIN is undergoing a ~
€12.5M upgrade. The telescopes of e-MERLIN, as the upgraded instrument will be known,
will be connected with fibre-optic cables each transmitting up to 30 Gbps of data, new
receivers, new digital transmission equipment and a new broadband data processor will
enable observations a factor of 10-30 times more sensitive than the current array. e-MERLIN
will be providing “early science” with its prototype data processor in 2007 and is planned to
be fully operational in 2009. It will be, as the current array is, a central component of the
EVN. The availability of joint MERLIN+EVN observations is an increasingly popular option
for users and it is expected that enhancements using fibre-optic connections will make the
joint EXPReS e-VLBI array one of the most powerful astronomical instruments in the world.

The Joint Institute for VLBI in Europe (JIVE) has played a central role in the development
of e-VLBI to date and is the logical centre for this SA. JIVE co-developed, and now operates
and maintains the EVN data processor, which is the subject of many of the developments of
the project. The JIVE data processor is connected to the Amsterdam Internet exchange via an
advanced, DWDM fibre-optic link. This facility places JIVE logically at the centre of an
important hub of the global Internet and various international network development test beds.
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Many of the key personnel are also located at JIVE. The institute employs extensive expertise
in software and hardware development with an emphasis on real-time data processing using a
hybrid of dedicated hardware and state-of-the-art microprocessor components. Exceptionally,
JIVE personnel combine a thorough understanding of the science and theory of radio
interferometry with a sound knowledge of relevant software and electrical science.

Collaborators

Beginning with the current membership of the EVN-NREN proof-of-concept project, SA1
will grow to call upon the support of most EVN member institutes and their corresponding
NREN:S. In the scope of the e-VLBI PoC current collaborators are:

DANTE Pan-European Network
SURFnet Dutch NREN

GARR Italian NREN
UKERNA UK NREN

PSNC, PIONIER Polish NREN

DFN German NREN
SUNET/NORDUnet Nordic NREN
Manchester University Network application software
JIVE EVN Data processor
Westerbork telescope Netherlands

Onsala Space Observatory Sweden

Metséhovi Radio Observatory Finland

MPIfR Germany

Jodrell Bank Observatory UK

Torun Centre for Astronomy Poland

Istituto di Radio astronomia Italy

These partners have established a close working relationship for e-VLBI development,
centred around the series of successful tests that have been staged over the last few years. An
e-mail discussion group is used to exchange ideas and expertise, and to negotiate instrument
time for e-VLBI tests. Telephone conferencing is used for on-line coordination during e-
VLBI observing tests. The group has met annually until now. More meetings will be
supported by NA2.

Individual Participants

The principal participants in each task are identified in Table SA1.3 together with a
specification of the effort contributed in professional man-months for the additional hires
(Software Engineer —-SWE, Network Engineer -NWE, Software/Hardware Engineer — SHE
and Support Scientist —SS). Table SAI1.2 specifies, for each individual participant,
qualifications, experience and knowledge relevant to the project. In some cases the individual
will be a new employee, hired for the project. In such cases the description acts as a
requirement specification for the post.
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Table SA1.2: Individual Participants

Resource | Individual Inst. Qualificatio | Experience and
ns knowledge
Software engineer with
PI Astronomical background.

A. Szomoru JIVE PhD Architect of current e-
VLBI Correlator software
and protocol developments.
g\i}}l;/[an. S. V. Pogrebenko | JIVE PhD izgﬂzvaagsnf;’r astronomical
e-MERLIN project
manager.

Experienced in software for
astronomical applications
High speed digital hardware

WP Man.

WP Man. | S. T. Garrington UniMan | PhD

SDE New hire UniMan and interfaces. FPGAs
) C, C++, HTML, custom

SWE INEWhire JIVE hardware drivers, databases
Network: hardware,

NEW New hire TIVE middleware, archltectures,
protocols, security, test &
measurement techniques.

SSE F. Olnon IIVE PhD SofWar§ for astronomical
applications

SSHE | New Hire JIVE C, C+ prog. Skills,

scientific applications
e-VLBI observations, data
SSS C. Reynolds JIVE PhD analysis, scheduling s/w.
pipeline-processing
e-VLBI scientific/user

SS New hire JIVE PhD support, testing, software
development.

Publications
Diamond, P.J., Astronomische Gesellschaft Abstract Series, Vol 18, JENAM 2001.
Garrington et al, “e-MERLIN”, Proceedings of the SPIE, Vol 5489, pp 332-343 (2004).

Garrett, M; Muxlow, T., Garrington,S et al 'AGN and starbursts at high redshift: High
resolution EVN radio observations of the Hubble Deep Field', 2001 A&A 366 L5

S.M. Parsley; "eVLBI Research in the European VLBI Network", IVS 2004 General Meeting
Proceedings, edited by N. R. Vandenberg and K. D. Baver, NASA/CP-2004-212255. 2004

R. Hughes-Jones, S. M. Parsley and R. Spencer; "High data rate transmission in high
resolution radio astronomy vIlbiGRID", Journal of Future Generation Computer Systems
(FGCS), Elsevier Science Press, Vol. 19, Issue 6, pp. 883-896, 2003.

S.M. Parsley, P. Burgess, R. Hughes-Jones, A. Mujunen, S. Pogrebenko, J. Ritakari, R.
Spencer, A. Szomoru, H. Verkouter; "eEVN", ASP Conference Series, Volume CS-306, New
Technologies in VLBI, p229, 2003
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5.B.2.2.2 Justification of financing requested and value for money

A detailed justification for each item of expenditure and for each participant is given in Table
SA1.3. Material costs quoted include only equipment comprising the final installation for the

SA and consumables.

Collaborating EVN telescopes participate on a self-financing basis, funded from their normal
budgets for non-VLBI operations. The table indicates the level of contributed funding

represented by this support.

Table SA1.3: Justification of financing requested

Participant Item Justification

Requested Funds

FTE-yrs

ke

JIVE Staff - Core staff are a software engineer and a networking

engineer/specialist to streamline VLBI for real time operation and
to ensure satisfactory data transport across the European R&E
networks: 6FTE

- A specialist software engineer will modify various utilities
used for preparation of VLBI observations: 1.8 FTE

- A specialist hardware engineer will modify interfaces for
real-time operation and support testing: 0.9 FTE

- A support scientist will provide general assistance for all
design and testing activities: 2.5 FTE

11.2

840

Materials - 16 network interface units will require new I/O boards and

new motherboards: 16 X €6.25k = €100k

- A new data path to the data processor requires 32 new, high
speed serial links: 32 X €625 = €20k

- New network infrastructure: €100k

220

Travel - International travel @ €1k:

One trip per person per year = €12k

- Domestic travel @ €0.5k:
Two trips per person per year = €12k

24

JBO Staff - A senior digital engineer will design VSI conversion modules

for the e-MERLIN data processor: 1.0 FTE
(the same individual will contribute 1.0 FTE to JRA1)

- A support scientist will provide general assistance for all
design and testing activities: 0.5 FTE

- e-VLBI post-doc: 1.0 FTE (contributed)

- Management and other support: 0.4 FTE (contributed)

1.5

112.5

Materials VSI conversion modules for the eMERLIN data processor: 4 X €7.5k

30.0

Travel - International travel @ €1k:

One trip per person per year = €3k

- Domestic travel @ €0.5k:
Two trips per person per year = €3k

EC Requested: JIVE:
JBO:

Totals requested:

11.2 FTE

€1084k

1.5FTE

€148.5k

12.7FTE

€1232.5k
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Contributed resources: Labour JBO: 1.4FTE €105k

EVN Operations time: €728k

Totals contributed: 1.4FTE €833k

5.B.2.3. Exploitation of results

The outcome of this SSA is expected to be a fully functional service that can be used
immediately by professional astronomers for scientific research. Access to this service will be
provided using existing agreements between partner institutes within the EVN and other
affiliated institutes. There will be no limitation in the subsequent exploitation of scientific
results. e-VLBI somewhat liberalises access to telescope data, it will be essential that the rules
now followed by the EVN are adopted by e-VLBI, in particular data will be owned by the
end-user that submitted the original observing proposal and no one else. All data will enter
into the public domain, 12 months after the user has received processed data from JIVE
(barring a successful please to the EVN PC, for example in the case of PhD students).

The partnership policy established between the participants of the EVN-NREN Proof-of-
Concept project will continue to apply to EXPReS and in particular SA1, i.e. the project will
develop freely in a spirit of open scientific and technical collaboration. It is our intention that
all documents depicting concepts, technological solutions and results should be made freely
available to all EXPReS parties. The EVN works in collaboration with several other VLBI
networks and technology developers worldwide. Standard VLBI only works if participants
share compatible equipment and common data formats. There is therefore a long tradition of
shared technology. The project will endeavour to absorb relevant and useful technological
contributions from other groups, and to promote and propagate the results of EXPReS in
support of this established culture. Many of the results that are achieved by SA1 will be
relevant to the construction of next generation radio telescopes, such as the Square Kilometre
Array (SKA). Most of the radio observatories associated with EXPReS are also partners of
the FP6 SKA Design Study (SKADS).

There is also some degree of competition between the various VLBI Technology Centres
located across the world (chiefly in Eurasia, USA & Japan). There is a small risk that another
group will develop an incompatible solution to the problems addressed by SA1 that gain a
dominant position before completion of the project. This risk is low for two reasons. First, the
competition to define the standard interface unit for e-VLBI is, for all practical purposes, over
between the US and Europe. These two groups now use a common data acquisition platform
known as Mark 5, developed at MIT Haystack Observatory and manufactured by a
commercial company. Secondly, other groups in the world that use different systems do not
share any mutually visible sky, so compatibility is not normally an issue. Besides, end system
processing power is advancing rapidly and on-the-fly format conversion will soon be entirely
feasible, as recently demonstrated in the recent observations of the ESA-Huygens probe (as
led by JIVE). In addition, the European model for R&E network infrastructure has proved to
be much more amenable to e-VLBI than elsewhere in the world. European e-VLBI was the
first to produce scientific output from a real-time international e-VLBI observation, and leads
the way in terms of connectivity and available resources. A key motivator for SA1 is to
extend this lead to create the world’s first continental-scale real-time radio telescope.
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The technical risk is also low. Most of the technology involved has been proven in the proof-
of-concept project. One unknown is the level of competition for network capacity, but
projected growth of network bandwidth is, at the moment, expected to accommodate e-VLBI
and other known high demand applications, at least at the rates we will approach with
EXPReS.

5.B.2.4. Summary

TABLE S1.4 ACTIVITY DESCRIPTION (REPORTING PERIOD PLUS 6 MONTHS)

. . . Start date or starting event:
Activity number: SA1l Year 1, month 1
Participant (Short name): JIVE JBO

€300000
Expected Budget [ot incl/ | €70000

per Participant: EVN ops ]

Requested Contribution

. . €300000 €40000
per Participant:

Objectives

The primary activity aims to create a real-time e-VLBI network, transparently connecting together
an array of up to 16 telescopes operating reliably, at data rates of up to 1Gb/s per telescope.

Success will be judged first against the established performance of standard VLBI. The real-time
instrument must be capable of producing a deliverable data set, comparable in quality to the existing
product. The observing capability of the e-VLBI array must approach those of the standard system
in terms of baseline coverage, bandwidth and available observing modes. Having met these
fundamental requirements the further aims of the SA will be achieved when data are delivered on a
time scale of days and hours rather than weeks and months to the end-user.

The project will aim to prove and demonstrate potential new capabilities offered by e-VLBI. In
particular, successful observations of transient events involving dynamic and adaptive re-scheduling
of the experiment will provide comprehensive confirmation of all aspects of the development.

Description of work

Software will be developed to streamline VLBI for real time operation and to ensure satisfactory
data transport across the European R&E networks. New software services will enable VLBI to
match the quick turn around offered by other instruments for target of opportunity observations. A
basic service, with some quick reaction capability, will be available after the first 18 months.
Reliability will be enhanced by the development of on-line monitoring tools and further
performance improvements will be realised by the introduction of new hardware data interfaces.
Developments in the UK will enable e-MERLIN telescopes to transparently join the EXPReS e-
VLBI infrastructure array.

There is a small risk that another group will develop an incompatible solution to the problems
addressed by SA1 that gain a dominant position before completion of the project, but this risk is
judged to be very low. The overall technical risk is also low. Most of the technology involved has
been proven in the proof-of-concept project. One unknown is the level of competition for network
capacity but projected growth of network bandwidth is, at the moment, expected to accommodate e-
VLBI and other known high demand applications, at least in the short-term.
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Delils\}e:)rlable Deliverable title D:;l;::{y Nature® Disszrélj:lation
DSAIl.1 Central data link control 3 D PU
DSA1.2 Job preparation utilities 6 D PU
DSAL3 Fast/adaptive scheduling tools 6 D PU
DSAL.4 eMERLIN VSl interfaces design 9 P PU
DSALS Selective data processor controls 9 D PU
DSALS Network Protocol decision 12 D PU
DSAL7 Monitored information handling modules 12 D PU
DSAL8 Monitoring processes 12 D PU
DSAL9 Tests using local Jodrell Bank home e-MERLIN telescope 15 D PU
DSAL.10 Real-time data processor control software 15 P PU
DSALII Real-time Pipeline 16 D PU
DSAL12 Visibility monitor 18 D PU
DSAL13 Tested software for operational improvements 18 D PU
DSAL.14 Test using remote e-MERLIN telescope 18 D PU
DSAL15 VSl Interfaces 18 D PU
DSAL.16 VSI support software 18 D PU
DSAL17 Flexible local GE network 21 D PU
DSAL.18 Network monitoring tools 24 D PU
DSAL19 Multiple e-MERLIN telescope tests 24 D PU
DSAL.20 Improved network applications 30 D PU
DSAL21 Monitoring user interfaces 30 D PU
Milestones and expected result Month
MSAI1.1  Call for Proposals for e-VLBI service 01
MSA1.2  Preliminary e-VLBI Service 04
MSAI1.3  Basic data-link technology 06
MSA1.4 Basic VLBI elements adapted for e-VLBI 06
MSAL.5  Enhanced ToO support 17
MSA1.6  Enhanced e-VLBI Service 18
MSAL.7  Enhanced ToO support 22

! Deliverable numbers in order of delivery dates: D1 — Dn

% Indicate the month of delivery. This should be relative to the start date of the 13, month 1 marking the first
month of the project.

? Please indicate the nature of the deliverable using one of the following codes:

R = Report

P = Prototype

D = Demonstrator
O = Other

* Please indicate the dissemination level using one of the following codes:

PU = Public

PP = Restricted to other programme participants (including the Commission Services).

RE = Restricted to a group specified by the consortium (including the Commission Services).
CO = Confidential, only for members of the consortium (including the Commission Services).
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MSA1.8  Adaptive network utilization 22

MSA1.6  Full bandwidth utilization 24
MSAIL1.7  Live e-VLBI system monitoring 24
MSA1.8  Full e-VLBI Service 24

Justification of financing requested:

The transformation of the current VLBI operational network and the data processor at JIVE into a
production grade e-VLBI facility requires significant effort, largely in terms of addition skilled
labour — people with specialised knowledge in the area of software, hardware, networking and radio
astronomy operations. The majority of this manpower is required in order to upgrade the current
VLBI data processor — the hardware and software (imbedded, offline and online) were never
designed to operate in a real-time environment. Most of the finance requested is thus directed
towards creating a real-time e-VLBI data processing capability in Europe. This system would be
the most powerful and capable real-time VLBI correlator in the world. In addition, there is a modest
request for the hardware that is also required at both the site of the data processor but also at Jodrell
Bank, home of the e-MERLIN facility. Manpower is also required to ensure that the e-MERLIN
array can be easily incorporated into the EXPReS e-VLBI infrastructure. In comparison to SA2,
most of the support required in order to realise the goals of the project are requested from the EC.
However, a significant level of self-financing effort is also contributed by the partners and the
EVN. In particular, the costs of operating the radio telescopes during e-VLBI test time is borne by
local, institute sources of funding. Community financing is not being used to conclude subcontracts.
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5.B.3 SPECIFIC SERVICE ACTIVITY 2: NETWORK PROVISION FOR A GLOBAL
e-VLBI ARRAY

5.B.3.1 SCIENTIFIC AND TECHNOLOGICAL EXCELLENCE
5.B.3.1.1 Objectives and originality of the service activity:

The European VLBI Network (EVN) is a unique large-scale facility for Radio Astronomy,
which performs coordinated observations of celestial radio sources to be processed at the
EVN correlator at JIVE in the Netherlands. To date, the data are recorded on high-capacity
disks and mailed to the correlator; processed data are made available to the scientists as much
as several months after the original observations were made.

The objective of the EXPReS e-VLBI network is to allow real-time transmission of the data at
1 Gbps (and greater — see JRA1) from the EVN telescopes to the EVN data processor at JIVE.
Currently 5 telescopes are connected to GEANT?2 with 1 Gbps connectivity or better (see
Figure SA2.1). The EVN-NREN Proof-of-Concept e-VLBI project has demonstrated the
feasibility of the e-VLBI technique and its enormous potential. The advantages of e-VLBI
have already been described but include: improved array reliability, very high sensitivity,
“Target-of-Opportunity” science capability, rapid result service, flexible operations, etc. This
can be achieved with an effort that, though significant, is small if compared to the actual
capital cost of the EVN itself. It is estimated that the total capital investment cost of the EVN
radio telescopes is more than €400 Million (2005).

While GEANT can provide European-wide connectivity, a problem that remains to be solved
for most radio telescopes that aspire to participate in e-VLBI observations is the well known
“last-mile” or “local loop” problem. Most radio telescopes are located in remote areas far
from centres of population; the nearest Point of Presence (POP) can often be several tens of
km away.

This specific service activity aims to coordinate the various technical and logistical aspects
that are required in order to achieve last-mile connections to the radio telescopes that will
form the EXPReS e-VLBI infrastructure. It requests partial funding from the Commission —in
most cases thisis a small fraction of the total connection cost, but it is believed that support
from the Commission (even at a fairly modest level) will act as a significant catalyst,
encouraging commercially fair, affordable and competitive quotations, and releasing
substantial sources of local and national funding.

The vast majority of the EVN institutes are in close contact with their local NRENs and have
made significant progress in understanding the optimal solution to their last mile problem.
Within EXPReS there is a significant level of knowledge on how to make progress in this area
and one of the aims of SA2 is to ensure this knowledge and experience is shared between the
partners.

The objectives of SA2 are listed below, in some cases there is already significant progress in
some of these areas, in other cases progress is very modest. For completeness, all the

objectives are listed:

« The first step is to define the extent of the last-mile problem at each radio telescope, this
requires the establishment of good communication between aspiring e-VLBI radio
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telescopes and their appropriate NRENs, Network Service providers, telecom carriers,
public utility providers €etc.

« Identify the optimal route to access the (inter-)national gateway to GEANT,

« Select the optimum way to access GEANT, via the use of existing services or the
construction of new fibre links,

o Identify and apply to appropriate sources of local and national funding (together with the
support requested from the Commission in this activity) in order to procure last-mile
telescope connections,

o Negotiate the initial (up-front) and recurring service costs of the network connection
required for e-VLBI participation,

o Test the quality and performance of the connection and begin EXPReS production e-
VLBI operations.

The above objectives will be realised in a number of work packages:

WP1 - Dynamic status report & EXPReS support of the last-mile telescope connections to
the nearest (GEANT) NREN node: This work package will run throughout the duration of
the EXPReS contract until all telescopes are connected. The status of the last mile
connections at each of the EXPReS telescopes will be continually updated (see Tables SA2.1,
SA2.2 and Figure SA2.1 & SA2.2), including the most feasible and cost-effective solution
(commercial fibre leasing, construction of private “local-loops” between the telescope and
nearby PoP etc). Some institutions have access to academic “free” networks and need
appropriate equipment to set the connection, while others are in very remote areas and need to
build expensive private optical-fibre links. In some cases, commercial links are available but
need to be contracted by public procurement procedures, in particular, public-tendering
processes, contract publication, award procedures, etc. These (mostly local) activities will be
monitored and coordinated by SA2, pooling together the knowledge and experience of the
EXPReS partners.

WRP?2 - Construction and procurement of equipment for the last-mile infrastructure: Once
the optimum process to access the GEANT node is identified, the participants are to fulfill the
necessary steps to lease or build the needed infrastructure: optical-fibre link between the
telescope and the GEANT node, and specific equipment needed to manage and operate the
network. The EXPReS e-VLBI infrastructure aims to operate routinely at 1 Gbps, but
scalability to higher data rates (2, 4, 8, 10 Gbps) is desirable — even in the short-term.
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Ghit link

Figure SA2.1: Current status of the e-VLBI Proof-of-Concept Telescope Network connections. Five
telescopes are connected to their NREN, GEANT2 & ultimately JIVE at 1 Gbps (Jodrell Bank &
Cambridge — UK; Westerbork —-NL; Torun — PL; Onsala — SE). Arecibo (USA) is connected at 155 Mbps.

WP3 —Testing of the link and verification of real-time e-VLBI capability: When the link is
in place a programme of testing must begin, ultimately the radio telescope (together with the
rest of the telescope network and JIVE) must demonstrate real-time e-VLBI operation. From
the outset SA1 will be able to handle additional telescopes as they become available. In
addition, the services of the scientific staff at JIVE will be available to report on the
performance of the telescope as part of the EXPReS e-VLBI infrastructure. The monitoring
utilities included in SA1 will also permit telescope staff to diagnose problems and to play
with the system. Experience has shown that once the link is in place, real-time operation can
begin almost immediately.

The coordination of these activities is essential, since real-time VLBI can only be performed
if all the relevant radio telescopes have access to the correlator with an adequate fibre-optics
connection. Any telescope not connected would be excluded from the e-EVN. In some cases
(e.g. the links to South Africa and Chile) the data rates that will be achieved (at least initially)
will not be suitable for broad-band continuum e-VLBI, but they will permit spectral-line e-
VLBI to be conducted, and in addition, they will allow us to test the system and to stress and
use these new network connections. There is also the expectation that via bandwidth greedy
applications like e-VLBI, connectivity to these regions will improve — even on the time-scale
of the duration of the EXPReS project.
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This Service Activity aims to realise a global e-VLBI infrastructure, able to conduct unique
radio astronomy observations of cosmic radio sources, a real-time array that will include the
largest radio telescopes on the planet. The real-time capability, with its described advantages,
can be achieved — especially with support from the European Commission acting as a
significant catalyst in the process of establishing last —mile connections.

5.B.3.1.2 Execution plan of the service activity:

The main objective of this Specific Service Activity is to achieve in the majority of cases, and
to progress significantly in others, the last-mile (“local-loop”) connection of all EVN
telescopes to the correlator at JIVE via GEANT. Given the variety of institutes (15, operating
18 telescopes) and circumstances, it is not possible to give specific dates for each connection,
as these depend not only on the availability of funds but also on the request to all institutes to
adhere to the appropriate standards of public procurement for competitive and fair bidding
processes. Therefore, within the first 6 months of the contract, we aim to understand in all
cases the optimum way to solve the last-mile connection problem, and if possible, to start
contracting the construction of the last-mile infrastructure and purchase the equipment needed
to manage the network.

-i? Location of telescopes with e-VLEBI connectivity

* Location of teleswpes without e- YLEI connectivity

caanp> S

B GEANT and BRIt Hetworks
B ALICE Remank
B EUMEDCORNECT Hetwamnk GEANT s oparated by DANTE on behatfof Eurpe’s

B TN Plaesed Network reseinch and educaltion netwerks mﬂ
B SEEREN Ketwrk Frdrwatem Sericy

Figure SA2.2: The GEANT?2 Global connectivity map — radio telescopes with e-VLBI capability are shown
as open stars. The EXPReS SA2 activity aims to stimulate the connection of other telescope locations that
are not yet connected by fibre — these are shown as filled stars. GEANT has multiple high-capacity links to
the USA, Canada and Japan. A connection to South Africa has also recently been implemented and the
ORIENT network will soon enable a high-bandwidth link to China. With 4 VLBI telescopes located in
China, e-VLBI is a potential large user of this link. The pan-continental networks connecting to and
working with GEANT include RedCLARA (which connects national networks across Latin America) and
TEIN2 (currently under construction this will provide network connectivity between nations in the Asia-
Pacific region). The reach of all these networks together with GEANT, provides the European radio
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astronomy community with an unparalleled opportunity to use the e-VLBI technique to maximum effect,
delivering huge benefits for international research collaboration.

A preliminary e-VLBI service will be offered to users within 4 months of the start of
EXPReS, using telescopes that are already connected to JIVE.

The major deliverables expected from this service activity, in the period 2005-2008, are:

o Dynamic overview of the last-mile problem across the EXPReS Network of radio
telescopes,

o Connection of the radio telescopes to the central processor at JIVE, which will produce a
pan-European, real-time scientific infrastructure, an e-VLBI facility that will be unique
and will strengthen the European and international dimension of the facility,

o Inclusion of the (e-)MERLIN array as an element of the EXPReS e-VLBI facility, through
the upgrade of the Jodrell Bank Observatory link to JIVE to 10 Gbps,

o Establishment of a 10 Gbps link between Jodrell Bank Observatory (UK) and Onsala
Space Observatory (Sweden), a test-bed for prototyping ultra-high-data rate VLBI studies
(4 and 8 Gbps),

e Connection of (EVN) radio telescopes located outside of Europe to JIVE, in particular
telescopes that already have clear connectivity ambitions or are already in the process of
establishing these — e.g. Arecibo in North America (Puerto Rico), Hartebeesthoek in
South Africa, Shanghai Astronomical Observatory in China (Shanghai), Urumgqi
Astronomical Observatory (Nanshan, China) and TIGO in South America (Chile).

o Connection of Australian radio telescope facilities to JIVE, in order to conduct e-VLBI
tests (including spacecraft navigation demonstrations) and to promote the remote access
(and real-time, local on-line data processing) of radio telescope facilities in Australia from
astronomers located in Europe. This latter activity has close synergy with the way in
which European astronomers may interact with the SKA, assuming it is located in the
Southern hemisphere.

To date, five EVN telescopes (Westerbork—NL, Onsala-SE, Torun-PL, Jodrell Bank-UK &
Cambridge-UK) have direct fibre-link 1 Gbps connections to JIVE through GEANT, and
Medicina (IT) is expected to come on-line at 1 Gbps in June 2005. Several other EXPReS
radio telescopes (see Table SA2.1) are in a fairly advanced stage of solving their last mile
problem (at least technically, and also have a realistic chance of financing the links with
partial support form the EC and EXPReS). Other telescopes are beginning the process of
understanding how to achieve Gbps connectivity (see Table SA2.2).

A summary of the activity is provided in a GANTT chart (see Figure SA2.

Table SA2.1 local-loop in advanced stage of planning or complete

Radio Telescope Site Last-mile Status & Ambitions

JIVE — Joint Institite for | Currently connected by SURFnet to GEANT2 at 6 x 1 Gbps. Requirement to
VLBI in Europe, NL. increase connectivity to 16 x 1 Gbps.

UniMan - Jodrell Bank | (i) 2.5 Gbps connectivity to JIVE — last mile funded via e-MERLIN project.
Observatory (JBO) and | (ii) Seeking to upgrade to a 10 Gbps link to JIVE (0.5 Gbps per MERLIN
MERLIN, UK. telescope).

(iii) 7 x 30 Gbps links from the e-MERLIN telescopes to the correlator at Jodrell
Bank under construction
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NCU - Torun Radio

Currently connected to JIVE through GEANT at 1 Gbps — last mile was funded via

Astronomical local government.

Observatory  (TRAO),

Poland.

OSO - Onsala Space | Currently connected to JIVE at 1 Gbps - last-mile funded from institute and private

Observatory, Sweden.

funds.

Seeking to upgrade to 10 Gbps (partially via SA2, see also JRA1)

ASTRON - Westerbork
Synthesis Radio
Telescope (WSRT), the
Netherlands.

Currently connected to JIVE at 1 Gbps — last-mile funded from regional Dutch
funds.

INAF — IRA, Medicina,
Bologna, Italy.

Connected to JIVE at 1 Gbps (2006) — last mile to be realised via dark fibre and
funded via local government funds (Regione Emilia-Romagna). Partially funded via
SA2.

NAIC - Arecibo, Puerto
Rico, USA

Connected to JIVE at 155 Mbps.

Seeking to upgrade to 1 Gbps (partially via SA2)

MRO -
Finland.

Metsdhovi,

Realistic and advanced plans to connect to JIVE at 1 Gbps — connection to be
achieved via the Finnish University Network and a new dark-fibre link in 2005.
Funding now being sought.

HartRAO, South Africa.

Hartebessthoek Radio Astronomy Observatory has built a private optical-fibre link
that will operate at 1 Gbps after October 2005.

Connection to JIVE - bottleneck is likely to be connectivity between South Africa
and Europe.

Table SA2.2 local-loop infrastructures under study

Radio Telescope

Plans for high-speed connection

CNIG/IGN - Observatorio
Astronémico Nacional
(OAN), Spain.

The construction of a new 40-m radio telescope at Yebes will be completed in
2005. The institute plans a call for tender for the service of 1 Gbps data transfer to
the GEANT NREN node in RedIRIS-Madrid, subject to funding via various
sources (incl. SA2). Several options are available, mostly through commercial
operators. The link is expected to start operations in 2006, together with the
telescope first light.

Max-Planck Institute for
Radio astronomy (MPIfR),
Germany.

Operates the 100-m radio telescope at Effelsberg, the largest radio telescope in
Europe and a major partner in the EVN. Located at a remote site, its connection to
GEANT is under study. Significant links between the radio telescope and potential
service providers. A proposal to the MPG has been issued to finance most of the
cost of the link, estimated at 2 M Euro. Partial funding via SA2 would provide
important leverage in this ambition.

The Effelsberg radio telescope is an essential element of the production e-VLBI
infrastructure.

INAF - IRA, Sardinia,
Ttaly

The new 64-m radio telescope under construction in Sardinia will be ready by
2007. Thanks to the high-speed networking and supercomputing project
“CyberStar”, a link to Pop-Garr in Cagliari is expected by 2008.
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ShAO - Chinese Academy
of Sciences

The CAS operates the radio telescopes in Shanghai, Urumgqi, Miyun, and
Kunming. Urumgqi is already linked by fibre and needs equipment to run, Miyun
and Kunming need a few km of new fibre to CSTNET, and Shanghai needs up to
25 km. The latter will be financed via SA2. The ORIENT project will be
important in realising connectivity to the Chinese telescopes.

VIRAC, Latvia

VIRAC has been granted EC Structural Funds for scientific equipment and
infrastructure development, including an optical fibre link from the observatory
(Irbene) to Ventspils and to central Europe using GEANT (via Stockholm). The
link will be built with complementary Latvian government funds. Equipment will
be needed.

CSIRO - Australia
Telescope National
Facility (ATNF).

CSIRO telescopes will be connected on the AARNET3 network in the second half
0f 2005. This will enable 1 Gbps connections immediately. Connectivity to
Europe will be achieved via (on-demand) user-controlled light paths and will be
initially limited to 1 Gbps.

TIGO, Concepcion, Chile.

The TIGO radio telescope is located in a very strategic position and, combined
with the EVN would provide very long baselines. The telescope is connected by
optical-fibre, and aspires to upgrade the network equipment to be able to transmit
at high data-rates for a very moderate cost (via SA2).
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5.B.3.2. QUALITY OF THE MANAGEMENT

5.B.3.2.1 Management and competence of the participants

The majority of the radio telescope institutes are members of the EVN and have a long track
record of cooperation. Individually the institutes are experienced in managing large capital
projects such as the construction and upgrade of major radio telescope facilities. The EXPReS
radio telescopes located in China, South Africa and the USA (Puerto Rico) are members of
the EVN and play significant roles in the organisation. The EVN has demonstrated success as
a unique large-scale scientific facility for radio astronomy, and is constantly being upgraded —
major additions to the array include the construction of two new radio telescopes in Europe
(the Yebes 40-m in Spain, and the IRA 64-m in Sardinia), and two new telescopes in China
(the 50-m in Miyun and the 20-m in Kunming).

The overall coordination of SA2 will be the responsibility of Dr. Francisco Colomer
(CNIG/IGN, Spain), currently involved in construction of a 40-m telescope in Yebes, near
Madrid. This is a €15 Million project and the telescope is expected to be operational by the
end of this year. He is very much involved in all aspects of this project and is also involved in
negotiating a high-speed network connection for the antenna site.

As coordinator of SA2, Dr. Colomer will chair SA2 project telecoms that will be attended by
representatives of the radio telescopes and relevant NRENSs. Face-to-Face meetings will occur
via NA2 where the issue of last mile connections is a standing agenda item. The coordinator
will ensure that all the participating institutes have detailed and timely technical and logistical
information on the progress of the EXPReS network connectivity activities, as well as for
retrieving and distributing the specifications required for the telescope connections,
equipment, and service performance standards. Progress will be monitored via minuted
teleconferences and reports (these are in fact major deliverables for each telescope after the
study of the optimum connection solution is finished, and prior to the construction of the last-
mile infrastructure itself).

The specific support action will coordinate the different phases needed to build the individual
last-mile connections, which are common tasks to all participants: study of the available
options, issuing a competitive call for tender when applicable, construction of the fibre-optics
link based on specifications, purchasing the needed equipment to run the link, and performing
e-VLBI and general data transfer test to ensure appropriate performance. Many of these
actions need to be developed in the specific country where the telescope is located, but the
available experience from the existing infrastructures and Proof-of-Concept tests will be
spread through the network via this support action.

5.B.3.2.2 Justification of financing requested and value for money

The requested EC contribution to SA2 (~ €1 Million) is required in order to partially finance
the last-mile connection of the radio telescopes to GEANT at data rates of at least 1 Gbps.
The total cost of realising these connections (see Table SA2.3) is currently estimated to be ~
€10 million (total). It must be emphasised that although the EC contribution is only 10% of
the total, this is considered by many of the radio astronomy institutes to be a very important
catalyst to release significant funds from other regional and national sources. The effect of the
EC recognising the potential of EXPReS in terms of its network ambitions, cannot be
underestimated. Of course it also represents very good value for money for the EC.
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All participants in this support action need to connect their radio telescopes to the EVN
correlator in JIVE via GEANT. To do so, leasing or building of the last-mile optical-fibre
connection is necessary, together with the appropriate specific durable equipment to manage
the network. The detailed justification of expenditures is given below. The largest single
expenditure is the connection of the giant 100-m radio telescope located at Effelsberg. This
telescope is one of the most important large-scale scientific instruments in the world — with a
collecting area of 30000 square meters, it is sixteen times more sensitive than a typical 25-m
diameter telescope. The inclusion of Effelsberg within the EXPReS e-VLBI infrastructure
would represent a huge boost to the scientific capability of the e-VLBI technique. Combining
together Effelsberg with the other large EXPReS telescopes (including the 300-m Arecibo
telescopes) will provide European astronomy with a world-beating, real-time astronomical
facility.

Table SA2.3: Justification of financing requested for whole contract (36 months)

Participant Justification Total budget | Requested
(€) funds (€)
JIVE Cost of upgrade to 16 x 1 Gbps links | 180000 40000
. 60 kE / yr
AARNET Provider of “on-demand” user|50000 10000

controlled  light-paths  between
Australia and Europe to facilitate e-
VLBI tests and remote use of radio
telescopes facilities in Australia (one
of the possible SKA sites) by
European astronomers.

. Connectivity 25 kE
ASTRON Cost of 1 Gbps line 15 kE/yr 45000 10000
CNIG-IGN Contract of 1 Gbps data transfer to| 530000 100000

the GEANT NREN node in
RedIRIS-Madrid.

. Fibre 175 kE
o Service 132 kE/yr
CSIRO Construction of high-speed | 50000 10000

connections between Australia and
Europe to allow remote users in
Australia to access the EVN. It will
also serve as a proof-of-concept tool
for Europeans to access one of the
possible SKA sites.

e equipment 50 kE

HARTRAO Private optical-fibre link that will | 55000 10000
operate at 1 Gbps after October
2005.

. Fiber 50 kE

. Equipment 5 kE
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INAF

Medicina connection via dark fibre
provided by local government; new
equipment is needed to operate at
rates up to 10 Gbps.

o fibre 1400 kE

. equipment 40 kE

Setup of Sardinia thanks to the high-
speed networking and
supercomputing project CyberStar.

. fibre 1300 kE

o equipment 40 kE

2780000

110000

MPIfR

Connection of  the 100-m
radiotelescope at Effelsberg, the
largest EVN instrument in Europe.

o link 2 ME

2250000

210000

MRO

Connected to the Finnish University
Network by new dark-fibre link,
operated by a commercial company.
New equipment is being purchased
to run the link up to 1 Gbps.

e link 90 kE/yr

e equipment 60 kE

330000

38000

NAIC

Studies to increase the bandwidth
from 155 Mbps to 1 Gbps.

o service 132 kE/yr

396000

50000

NCU

Cost of 1 Gbps link:
o service 20 kE/yr

60000

25000

OSO

Will equip the existing network with
upgraded equipment to allow 4-10
Gbps operation and links through
GEANT to JBO e-MERLIN.

e fibre 10 kE/yr

e cquipment 85 kKE

115000

30000

ShAO

Connection of the EVN telescopes in
China: Shanghai, Urumqi, Miyun,
and Yunnan. Urumqi is already
linked by fiber and needs equipment
to run; Miyun and Yunnan need a
few km of new fiber to CSTNET and
Shanghai needs up to 25 km.

e Shanghai 350 kE

e Urumgqi 100 kE

e Miyun 100 kE

e Yunnan 100 kE

650000

75000

TIGO

Upgrade of the network equipment to
be able to transmit at high data-rates.
. Service 45 kE/yr

70000

30000
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. Equipment 25 kE

UniMan MERLIN will build a 10 Gbps link | 120000 12000
to JIVE (0.5 Gbps per telescope) in
order to operate together with the
EVN.

VIRAC Equipment for the new optical fibre | 151000 40000
network built with EC Structural
Funds for scientific equipment and
infrastructure development to Latvia.
. fibre 145 kE
. equipment 5 kE

Total budget: 7832000

Total EC requested: 800000

5.B.3.3. Exploitation of results

This Support Action is expected to result in the connection of a substantial number of radio
telescopes to GEANT and the VLBI data processing facility at JIVE. The telescopes to be
connected at data rates of 1 Gbps include some of the largest and most sensitive radio
antennas in the world. Once connected to GEANT, the newly telescopes will be able to take
full advantage of the production grade e-VLBI service associated with SA1. It is our intention
for telescopes to effectively contribute to the EXPReS e-VLBI infrastructure as soon as they
come “on-line”.

Access to this extended global e-VLBI facility will be provided using existing agreements
between partner institutes within the EVN and other affiliated institutes (See general SA
introduction). There will be no limitation in the subsequent exploitation of scientific results.
Processed e-VLBI data will be owned by the end-user who submitted the original observing
proposal and those he or she authorises. However, all processed VLBI data will enter into the
public domain 12 months after delivery of the processed data to the user. The e-VLBI
infrastructure will be openly accessible to the international astronomical community. There is
also likely to be interest in this technique from other VLBI users — in particular the geodetic
and spacecraft navigation communities. However, the astronomical community will be the
main beneficiary of the e-VLBI facility delivered by SA1 and SA2. Scientific results obtained
by end-users will be published in refereed journals, following the standard process that
applies to all such submissions. No limitations will be placed on the freedom of end-users to
publish their data widely and to present their results at conferences and workshops.

The partnership policy established between the participants in the EVN-NREN Proof-of-
Concept project will be the same as that described in SA1 — the SA2 project will develop
freely in a spirit of open scientific and technical collaboration. We do not foresee any
eventualities that will limit any subsequent exploitation of the technical (development) results
that might arise via SA2.

The risks associated with SA2 are probably larger than in some of the other activities included
in the EXPReS project. We can be very confident that the majority of telescopes listed in
SA2.3 will achieve 1 Gbps connectivity; several already have. The largest risk is associated
with South Africa — not with respect to the local last mile connection but concerning the
bandwidth that will be available between South Africa and GEANT. Even if the bandwidth is
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restricted, it will be possible to test the link and also to conduct narrow-band (low data-rate)
spectral-line e-VLBI. Such narrow-band science observations can be usefully made using data
rates of 32 Mbps per telescope and the telescope in South Africa is equipped with radio
receivers at the appropriate observing frequencies for such observations to be made (in
particular 1.6 GHz, 6 GHz, 12 GHz & 22 GHz). The case for improving connectivity between
Europe and South Africa is a good example of the way in which high-bandwidth applications
such as e-VLBI can help to leverage better connectivity to many distant parts of the world.
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Figure SA2.4: A 6.7 GHz EVN image of the galactic radio source G23.657. The ring of emission seen here
is due to methanol maser emission, probably arising in the shock initiated by a young, massive star at the
centre of the ring. Since the maser spectral-line emission is very narrow-band, this kind of science can be
conducted with very modest data rates ( a few tens of Mbps). Such observations yield a new perspective on
the problem of the origin of methanol masers and star formation.

The risks associated with the last-mile connections presented in table SA2.2 are somewhat
higher than those associated with table SA2.1. However, the radio telescopes listed in table
SA2.2 have indicated that EC funding at the level requested would be an important source of
funding to them, and in addition, would be the kind of trigger that could release much larger
local, regional and national support. We have only included in our request for funding those
telescopes where we believe the chance of success realising 1 Gbps connections are
reasonably good. For connectivity to China we are less worried about the last-mile connection
and more worried about the general connectivity between Europe and China. As in the case of
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South Africa, a low-bandwidth link would still permit us to conduct spectral-line VLBI and
useful tests (see Figure SA2.4). In addition, the Chinese antennas are involved in the Chinese
Lunar Programme and both ShAO and JIVE are building up considerable expertise in this
area — a precision spacecraft navigation e-VLBI demo would be possible using very modest
data rates between Europe and China, since the spacecraft signals are very narrow-band, only
a few kHz wide.

7.6 Table SA2.4 - Deliverables List

Deliverable | Activity Deliverable title Lead Delivery Nature Dissemination
No' No’ and participant date level
3 5

title 4

Feasibility study of the last- | CNIG-IGN
mile connection to the
DSA2.01 SA2 nearest NREN node for 6 R PU

participant CNIG-IGN

SA2 Feasibility study of the last- | MPIfR
mile connection to the
DSA2.02 nearest NREN node for 6 R PU

participant MPIfR

SA2 Equipment of the last-mile | INAF
infrastructure for participant
INAF (telescope in
Medicina)

DSA2.03

SA2 Feasibility study of the last- | CAS
mile connections to the
nearest GEANT NREN
DSA2.04 node for participant CAS 6 R PU
(Shanghai, Urumgqi, Miyun,
Yunnan )

SA2 Feasibility study of the last- | VIRAC
mile connection to the
DSA2.05 nearest NREN node for 6 R PU

participant VIRAC

SA2 Feasibility study of the last- | HRAO
mile connection to the
DSA2.06 nearest NREN node for 6 R PU

participant HRAO

SA2 Feasibility study of the last- | NAIC
mile connection to the
DSA2.07 nearest NREN node for 6 R PU

participant NAIC (Arecibo)

! Deliverable numbers in order of delivery dates: D1 — Dn
2 Activity that will produce this Deliverable
* Month in which the deliverables will be available. Month 0 marking the start of the project, and all delivery
dates being relative to this start date.
* Please indicate the nature of the deliverable using one of the following codes:
R = Report
P = Prototype
D = Demonstrator
O = Other
> Please indicate the dissemination level using one of the following codes:
PU = Public
PP = Restricted to other programme participants (including the Commission Services).
RE = Restricted to a group specified by the consortium (including the Commission Services).
CO = Confidential, only for members of the consortium (including the Commission Services).

026642 EXPReS— Annex |, ver. 2.0 — Approved by EC on 20 Dec 2007

120



DSA2.08

SA2

Feasibility study of the last-
mile connection to the
nearest NREN node for
participant TIGO

TIGO

PU

DSA2.09

SA2

Feasibility study of the last-
mile connection to
AARNET for participant
CSIRO

AARNET

PU

DSA2.10

SA2

e-VLBI test observations,
Medicina

INAF

PU

DSA2.011

SA2

Equipment of the last-mile
infrastructure for participant
MRO

MRO

PU

DSA2.12

SA2

Construction and equipment
of the last-mile
infrastructure for participant
CNIG-IGN

CNIG-IGN

PU

DSA2.13

SA2

Construction and equipment
of the last-mile
infrastructure for participant
MPI{fR

MPIfR

PU

DSA2.14

SA2

10 Gbps link upgrade
between MERLIN and
JIVE

MERLIN
JIVE

PU

DSA2.15

SA2

e-VLBI test observations,
Metsahovi

MRO

18

PU

DSA2.16

SA2

Construction and equipment
of the last-mile
infrastructure for participant
Shanghai

CAS

18

PU

DSA2.17

SA2

Construction and equipment
of the last-mile
infrastructure in AARNET
to allow connection of
participant CSIRO

AARNET
CSIRO

18

PU

DSA2.18

SA2

Construction and equipment
of the last-mile
infrastructure for participant
Urumgqi

CAS

18

PU

DSA2.19

SA2

Construction and equipment
of the last-mile
infrastructure for participant
Miyun

CAS

18

PU

DSA2.20

SA2

Construction and equipment
of the last-mile
infrastructure for participant
Kunming

CAS

PU

DSA2.21

SA2

Construction and equipment
of the last-mile
infrastructure for participant
VIRAC

VIRAC

PU

DSA2.22

SA2

Equipment of the last-mile
infrastructure for participant
NAIC

NAIC

18

PU

DSA2.23

SA2

Construction and equipment
of the last-mile
infrastructure for participant
TIGO

TIGO

18

PU

DSA2.24

SA2

AARNET
enhancements

connectivity

AARNET

PU
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SA2 Feasibility study of the last- | INAF
mile connection to the
DSA2.25 nearest GEANT node for 20 PU
participant INAF (Sardinia)
SA2 10 Gbps link between | UniMan
DSA2.26 UniMan and OSO for ultra- | OSO 20 PU
VLBI tests
DSA2.27 SA2 e-VLBI test observations, | MPIfR 11 PU
Effelsberg
DSA2.28 SA2 e-VLBI t.est observations, | ATNF 2 PU
Metsahovi
DSA2.29 SA2 e-VLBI test observations, | OAN 2 PU
Yebes
SA2 Construction and equipment | HRAO
of the last-mile
DSA2.30 infrastructure for participant 24 PU
HartRAO
DSA2 31 SA2 e-VLBI test observations, | CAS 30 PU
Urunqi
DSA2 32 SA2 e-YLBI test observations, | CAS 30 PU
Mijun
DSA2 33 SA2 e-VLBI test observations, | CAS 30 PU
Kunming
SA2 e-VLBI test observations, | VIRAC
DSA2.34 VIRAC 30 PU
SA2 e-VLBI test observations, | HRAO
DSA2.35 HRAO 30 PU
SA2 e-VLBI test observations, | NAIC
DSA2.36 NAIC, Arecibo 30 PU
DSA2 37 SA2 e-VLBI test observations, | TIGO 30 PU
TIGO
SA2 Construction and equipment | INAF
DSA2.38 of the last-mile 30 PU

infrastructure for participant
INAF (Sardinia)

Milestones' and expected result

The relevant milestones include:

MI: Feasibility study of the last-mile connection to the nearest GEANT node. To + 6 months.

M2: Construction and equipment of the last-mile infrastructure. To + 18 months.

M3: e-VLBI Fringes (Detection). To +10 months.

The major milestone for each of the participants in SA2 will be the successful connection of the
telescope to GEANT and successful participation with the EXPReS e-VLBI facility (see SA1). This
milestone will take place at different times at different telescopes — the aim is to have the majority
of participants connected within 24 months of the project start date.

Justification of financing requested:

! Milestones are control points at which decisions are needed; for example concerning which of several
technologies will be adopted as the basis for the next phase of the project.
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The total cost of connecting the EXPReS radio telescopes to GEANT2 and the correlator at JIVE is
~ €7 Million. The requested EC contribution is ~ €0.8 Million. This contribution from the EC
(~10% of the total cost) is identified by all partners of SA2 as an important catalyst that will be
essential in releasing other sources of funding, in particular at the local, regional, national (and in
some cases) private level. The effect of the EC recognising the potential of EXPReS in terms of its
network ambitions should not be underestimated. We also note that this division of funding also
represents very good (added) value from the EC funding perspective. In most cases, the participants
are requesting funds that are directed towards solving the telescopes’ “last-mile” connection
problem. Durable equipment is also required in some cases to light the fibre. The largest single
expenditure is the connection of the giant 100-m radio telescope located at Effelsberg. This is one
of the most flexible and sensitive radio telescopes in the world, and its inclusion within the
proposed e-VLBI infrastructure would be a huge boost to the capabilities of the facility.

5.B.3.4. Summary

A summary of this activity is given in Table SA2.5.

Table SA2.5 - ACTIVITY DESCRIPTION (REPORTING PERIOD PLUS 6 MONTHS)

Activity number : | SSA2 Start date or starting event: | Year 1, month 1 |

Participant (Short name): JIVE AARNET | ASTRON | CNIG- CSIRO | HartRAO
IGN

Expected Budget 40000 | 10000 10000 150000 | 10000 5000

per Participant:

Requested Contribution | 10000 | 2000 3000 30000 5000 2000

per Participant:

Activity number : | SSA2 Start date or starting event: | Year 1, month 1 |
Participant (Short name): INAF MPIfR MRO NAIC NCU OSSO
Expected Budget 1000000 | 500000 | 150000 | 100000 | 20000 30000

per Participant:

Requested Contribution 50000 100000 | 30000 20000 5000 10000
per Participant:

Activity number : | SSA2 Start date or starting event: | Year 1, month 1 |
Participant (short name): ShAO TIGO UniMan | VIRAC SSA2 TOTAL
Expected Budget 100000 | 20000 30000 30000 2205000
per Participant:

Requested Contribution 25000 10000 5000 10000 317000
per Participant:

Objectives

The objective of this support action is the provision of high-speed optical-fibre connections to a
large number of VLBI capable telescopes, permitting them to deliver VLBI data to the EVN Data
Processor at JIVE (the Netherlands). This connection is achieved by the construction of the needed
infrastructures between the NREN nodes and the telescopes. The activity is a challenging one since
the telescopes are often located in remote areas. The aim is to realise 1 Gbps connectivity per
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telescope and for special cases, realise 10 Gbps (e.g. in order to include the entire e-MERLIN array
with the EXPReS e-VLBI infrastructure). Other high speed connections are required in order to test
future aspects of e-VLBI, beyond the production network envisaged in SA1. The situation and
solution of the last mile problem varies very much among the participants; some have access to
academic networks while others need to purchase the service from commercial companies. This
action will coordinate all efforts, providing a forum where the necessary technical and logistic
information can be shared.

The overall objective is to provide the end-user community with access to a widely distributed
state-of-the-art astronomical instrument. SA2’s role is to maximise the participation of individual
radio telescopes in the unique EXPReS e-VLBI infrastructure.

Description of work

The objectives will be realised in 2 work packages: WP1 (Dynamic status report & EXPReS
support of the last-mile telescope connections to the nearest NREN node) WP2 — (Construction and
procurement of equipment for the last-mile infrastructure) & WP3 — Testing and e-VLBI
verification. For a few participants of SA2, the first priority will be to establish the extent of the
last-mile problem. Although this has already been established for the vast majority of cases,
conditions evolve rapidly and communication between the relevant parties needs to be a continuous
activity of WP1. The expertise of the EXPReS participants will be important in identifying the
optimal way to access GEANT via the use of existing services or the construction of new fibre
links. This expertise and experience will also be useful when contracts are being negotiated. When
telescopes come on line the connections will be tested and when certified they can begin to interface
to the EXPReS e-VLBI data processing facilities at JIVE.

The risks associated with SA2 are probably larger than in some of the other activities included in
the EXPReS project. One significant problem may be the amount of bandwidth that is available
between Europe, China and South Africa. The problem with China is being addressed in a
complimentary project (ORIENT- led by DANTE). The case for South Africa is less clear but it is
known that there is considerable support for better communications at high government level,
especially as part of South Africa’s bid to host the Square Km Array (SKA). In any case, even
modest bandwidths to China and South Africa will permit useful testing to take place and
interesting science to be conducted, in spectral-line astronomy and spacecraft navigation.
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5.B.4 OVERALL IMPLEMENTATION AND CO-ORDINATION OF THE
SPECIFIC SERVICE ACTIVITIES

The Specific Service Activities of EXPReS are split into two separate activities, SA1 & SA2.
At the basis of the e-VLBI facility that EXPReS envisages, there is a fundamental
requirement to be able to process VLBI data in a real-time environment. The objectives of
SA1 are to realise this fundamental objective via the modification and upgrade of the
(embedded/on-line/offline) software and hardware associated with the EVN data processor.

The SA1 project is in many ways a standalone activity — it will in itself result in a very useful
e-VLBI facility for Europe, using the telescopes that are now on-line or about to come on line.
In particular, it will offer end-users a real-time capability that will not only improve the
reliability of the complex VLBI technique, but also make it well matched to the study of
transient phenomena such as active stars, supernovae and gamma-ray bursts. The work
programme associated with SA1 will thus realise a scientifically useful instrument in its own
right. SA1 is also being implemented in such a way that if and when new telescopes come on-
line, they can be transparently added to the infrastructure.

The goal of SA2 is to expand the e-VLBI facility taking advantage of the processing facilities
provided via SAl, by expanding the number of telescopes that are online with Gbps
connectivity. The number of telescope pairs (baselines) roughly scales as the square of the
number of telescopes; currently there are 4 telescopes within Europe that are online, providing
a total of 6 baselines. The addition of another telescope to the array (e.g. Medicina — as
expected in June 2004) will expand the network to 5 telescopes and thus provide 10 baselines.
The more telescopes in the array, the more baselines; the more baselines the better the
aperture coverage of the distributed telescope. The result is that better (higher fidelity, higher
dynamic-range) images are generated when more telescopes are included in the array, and
then processed by the data processor at JIVE. A 16 telescope array generates 120 baselines —
in these conditions it is possible to make excellent images of cosmic radio sources.

In addition, another important aspect of a VLBI array is the maximum separation between the
telescopes. This is because the angular resolution of the array (the angular scale on which the
instrument can clearly separate two features in an image) improves as the separation between
the telescopes increases. Currently the maximum e-VLBI baseline within Europe is just 1400
km (the distance between Jodrell Bank, UK, and Torun, Poland). By including the Yebes 40-
m telescope near Madrid, Spain, and the Seshan 20-m telescope near Shanghai, China, the
longest baseline is extended to 9000 km, essentially quadrupling the resolution of the array.
This permits the astronomer to see very fine details in the radio image, and can be very useful
in the full astrophysical interpretation of the source properties.

As presented, both SA1 and SA2 (in their own specific way), improve the service that can be
provided to astronomers but also to other interested end-users, such as the geodetic and
spacecraft navigation communities. The inclusion of these two service activities within
EXPReS will undoubtedly improve the quality of the fully loaded e-VLBI service we wish to
use and also deliver to the wider scientific community.

Both the SA1 and SA2 activities can develop in a fairly independent way — at least until the
point at which a telescope in SA2 obtains connectivity. Before that point the mutual
dependencies between the SA1 and SA2 activities are weak. However, at the stage a telescope
comes on-line, it can immediately begin to participate in the e-VLBI test and verification
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programme of SAl. A functionally similar programme was set up as part of the e-VLBI
Proof-of-Concept project with tests conducted on a 6-weekly cycle (this is in addition to and
separate from science demonstration time — currently scheduled by the eVSAG chairman).
This current arrangement has been successfully proven in the EVN-NREN e-VLBI Proof-of-
Concept (PoC) project — the tests are organised in their entirety by the proposed team-leader
of SA1, Dr. Arpad Szomoru. A cycle of 6 weeks also seems appropriate for EXPReS, at least
with respect to the technical test and verification activities associated with both SA1 and SA2.

Our experience is that once a telescope is connected it will quickly move from the SA2 phase
into SAl. The dynamic monitoring of the progress being made at each telescope (a
deliverable of SA2) will be useful in gauging the progress being made, in order that the e-
VLBI verification test programme can begin as soon as a telescope is capable of participating.
This will be a on-going point of discussion at the EXPReS Management Team (EMT)
meetings — mostly involving the combined and coordinated forces of the team leaders of SA1
and SA2.

During this telescope “transfer” or “promotion” stage, it will also be important to involve
directly the staff at the Data Processor (essentially SA1 manpower) and staff at the telescope.
This already happens naturally within the PoC programme, and during tests continuous
conference calls are set up in which the telescope and processor staff are in constant
communication for many hours — the dialogue is an impressive demonstration of European
and indeed international collaboration.

An indicative multi-annual execution plan for the service activities in EXPReS is presented
below.
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JOINT RESEARCH ACTIVITIES
5.C.1. DESCRIPTION OF EACH RESEARCH ACTIVITY

JRA1, FABRIC: FUTURE ARRAYS OF BROADBAND RADIO-TELESCOPE ON INTERNET
COMPUTING

5.C.1.1. SCIENTIFIC AND TECHNOLOGICAL EXCELLENCE
5.C.1.1.1. Objectives and originality of the joint research activity

Networks of radio telescopes can be used to produce detailed radio images of stars and
galaxies: the resolution of the images depends on the overall size of the network (the
maximum separation between the telescopes) and the sensitivity depends on the total
collecting area of all the telescopes involved and, crucially, the bandwidth of the connection
between the telescopes. In this technique, called Very Long Baseline Interferometry (VLBI)
the signals between all telescope pairs are combined in a data processor. Typically this
processor needs to find the correlated response in 2-bit (4 level) signals on every baseline pair
with high resolution, and must be able to cope with as large bandwidths as possible (currently
1 Gbps per telescope). Traditionally, this functionality has been implemented by constructing
a massively parallel, purpose-built ‘supercomputer’ — usually referred to as a Data Processor
or Correlator. As these machines only need to implement a very limited number of operations
and are dealing with 2-bit signals, these have been implemented on commodity silicon. A
decade ago, a 20000 node PC cluster would have been required to match the processing
power of the EVN MKIV Data Processor at JIVE. However, this number is falling rapidly as
processor technology continues to advance and develop.

The EVN data processor at JIVE will be the heart of the e-VLBI Network that is the main
subject of the specific service activity (SA1) included in this proposal. However, beyond 2010
one may expect that telescopes and networks will be able to perform at data rates well beyond
1 Gbps, boosting the sensitivity of e-VLBI with the existing telescope resources (collecting
area). A project has been initiated by the EVN to develop digital back-ends that will deliver
up to 4 GHz of sampled bandwidth from each telescope. Plans call for a 30 Gbps telescope
capability before the end of the decade. The processing of multiple 30 Gbps data streams will
clearly require an upgrade of the existing data formatting and transport mechanisms, as well
as much increased data processor capacity.

The current VLBI system started out with a longitudinal tape recording format (MkIV) and
was upgraded with disk-based recording (MkS5). These systems have proven to be useful for
the implementation of e-VLBI. However, it is clear that they are not optimised, nor scalable
for future transportation bandwidths. It is desirable to develop equipment dedicated for this
type of processing, based on commercial off-the-shelf (COTS) components. Similarly, data
processors are nowadays constructed with more readily available components (e.g. FPGAs).
The massive computing power required for LOFAR with 77 stations, albeit with limited
bandwidth per telescope, will be implemented on standard computer chips in an
overwhelmingly large (Blue-Gene) supercomputer architecture. These developments make it
seem likely that the next generation e-VLBI data processor will be based on standard
computing components.
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However, it is not just the issue of sheer computing power that drives the design issues of
radio astronomy data processors. The connectivity issues are just as demanding, and may in
fact be the defining issue in the future. As high-speed data sampling becomes available at the
telescope, it will be more and more challenging to bring all data to a single place. Moreover to
form all the baseline pairs a matrix of compute nodes needs to be fed to calculate all data
products, requiring massive switching capacity. An attractive idea for future data processors is
to map this computational topology onto an international Grid of compute nodes (Figure
J1.1). This will reduce the requirement to have all data converge to one central place; with a
large fabric of reasonably fast, interconnected data processor nodes it will be possible to
provide the necessary computer power for a wide band data processor, while the international
wide band connections themselves provide the complex interconnect. In such a scheme,
digital data must be packaged at the telescope and copied for distribution to several data
processor nodes, arbitrarily distributed over Europe. The resulting data product must be
archived as a single entity, presumably at a central node, as there are proprietary issues
associated with its use for scientific research.

FABRIC Key Objective: Develop a prototype for high data rate e-VLBI using
distributed correlation. The following components constitute the vital areas of
development:

e Data acquisition platform and formatting for future e-VLBI: Develop optimal
buffering between the digital output of the radio telescope and transport protocol. The new
data acquisition platform should allow for local quality control, calibration operations and
recording of hard copies. Establish (or identify) a transportation protocol that optimises
transport characteristics, including copies for different routes (multicast). Push data
transfer to rates well beyond 1Gbps, develop a hardware interface capable of sustaining
these rates between public and dedicated networks in order to integrate existing facilities.

e Software Data processor: Develop code that will run on standard workstations using
open source compilers, deployable on Grid nodes. Conduct a programme of research
designed to improve data processor algorithms, allowing a variety of geometric models
and enabling zooming functionality for spacecraft navigation and spectral line
applications. Format output data such that it can be transparently merged into central
archive, available for real-time access and automatic pipelining (calibration and imaging).

In order to achieve these goals we will address several elements in the data transport and
correlation process. Current e-VLBI has adopted so-called Mk5 units for data transmission,
which were primarily designed as disk recording systems and contain dedicated hardware for
this task. Currently digital filters are being developed that will increase the available
bandwidth (the so called DBBC project). In order to take advantage of this, a better platform
needs to be developed that can interface between the net and the digital output directly, and
that will serve as a command interface between the telescope and the user. This platform will
exploit the latest PC technology in parallel architecture when necessary. Furthermore, current
schemes implement the data transport via TCP/IP or UDP, protocols that are sub-optimal for
our application. This is a wide-band application, in which the loss of a few percent of the data
is not critical. Either special IP-based protocols that have low impact on other users or direct
lambda connections seem more appropriate in the long run. Note that in this project we are
also concerned with the connectivity to all data processor nodes and not just the telescopes.
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With the start of an e-VLBI experiment that employs distributed correlation, a central routing
scheme needs to be implemented. Each telescope needs to be instructed where to send data
and computer resources must be allocated accordingly. There are different topologies possible
for the implementation; we aim for scalable solutions that can work both with relatively few
data processor nodes, as well as implementations in which there are more nodes than
baselines between telescopes. To support data management and information flow for the
entire e-VLBI experiment in an automated way, a workflow management system will be
created. The workflow module is placed on top of the existing applications and steers them to
control the measurement process in a Grid environment. The total process must be real-time
in the sense that it keeps up with observing, but otherwise processing can be asynchronous.
Future e-VLBI arrays may want 32 telescopes combined with 4 GHz bandwidth (generating
at least 16 Gbps of sampled data per telescope), which requires two orders of magnitude more
compute power than available in the current data processor. Conceptually, the processing of a
single baseline product will be assigned to a cluster computer at some random Grid point.
This requires a state-of-the-art implementation of a correlation code which is completely
scalable and easily distributed. Recent research has shown that it is possible to take advantage
of floating point processing to implement more accurate and sensitive algorithms, that also
allow special functionality, such as unlimited spectral zoom. This unique machinery will
allow spacecraft tracking with VLBI precision.

Radio telescope 1

Radio telescope N

| s - g
| Application 7 2}'1\ ]
= server Application
A sarver

Application | =
server

Application
server

-
i

Radio telescope 2

Figure J1.1. Possible topology for future distributed correlation. Note that the number of compute nodes
would grow with the number of telescopes squared. In this naive sketch one node (which could be an
entire Grid cluster computer) is assigned to one baseline, in reality the data may be sliced in time,
frequency band or polarisation.

In European radio astronomy there are two state-of-the-art initiatives that employ high
bandwidth connectivity on a similar time-scale as e-VLBI. The e-MERLIN array is
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complementary to the EVN in the sense that it has shorter baselines, providing sensitivity to
extended objects. LOFAR will observe the sky at frequencies much below the EVN observing
frequencies, yielding capabilities to study sources that have different physical characteristics.
Both arrays rely on dedicated networks for their data transport. Interesting possibilities exist
to combine some of the capabilities of these dedicated arrays with an EVN e-VLBI array in
the future. In particular, LOFAR seeks to extend its baselines by co-locating LOFAR stations
at EVN sites. Solutions for the data transport and correlation issues of the EVN should be
implemented with compatibility considerations in mind. Both facilities offer interesting
possibilities to test the R&D effort and explore new scientific applications.

We define two pilot projects which will focus the deliverables of this JRA and may give
direct benefit to astronomers interested in intensive monitoring programs or wide band
capabilities. The first target will be the correlation of at least one baseline at a data rate of up
to 4 Gb/s. One option for this is to use the prototype e-MERLIN correlator, sited at Jodrell
Bank Observatory in the UK and currently scheduled for delivery in 2006/7. This correlator
will be capable of handling data rates of up to 24 Gb/s per telescope, but it has been designed
to accept a proprietary format optimised for dedicated dark fibre connections. The target will
be to connect one EVN telescope from outside the UK using a link with multi-Gb/s capacity
and demonstrate that this can be achieved using the prototype data acquisition system.
Remote LOFAR stations may exercise the same transport mechanism.

In the second pilot experiment up to 5 telescopes will observe and deploy distributed
correlation, resulting in a scientific product of comparable size and improved quality over
existing observations. The bandwidth of such an experiment would be limited (< 256 Mbps),
but the whole scheme will be easily scalable to higher data rates. This experiment can serve as
a prototype for a semi-permanent small VLBI network with low operations costs, as there are
few consumables.
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5.C.1.1.2. Execution plan of the joint research activity

These topics fit naturally into 2 work packages:

e  WPI1 - Scalable connectivity,

e WP2 — Distributed correlation.

Table J1.1 summarises the first and second level work breakdown structure and gives a
summary of the effort required, as well as which partner has the primary responsibility. The
overall timeline of the project is presented in Figure J1.1a & J1.1b. Table J1.2 gives a more
detailed description of the tasks involved. Table J1,3 focuses on the deliverables that are
planned to be reached in the first 18 months.

The timeline is not only dedicated by the available new and matching manpower. The data
acquisition system depends on the availability of a DBBC prototype. The demonstration of
wide-band correlation could be dependent on the successful commissioning of the eMERLIN

correlator.
TABLE J1.1: WORK PACKAGE SUMMARY
Workpackage Objectives Effort | Primary
[fte-yr] | Respons.
Management 1 JIVE

WP. System analysis

0. System design

Do detailed system design, defining interfaces. Set overall goals and plan
integration tests..

WP1. Scalable connectivity

WP1.1. Data acquisition

Develop a scalable framework of both hardware and software that takes
digital output available at telescope and formats for electronic transport
and/or recording. Must feature remote central control, data quality
checks, and calibration.

1.1.1. Data acquisition architecture | Design scalable data acquisition system based on | 1.4 MHO
COTS

1.1.2. Data acquisition prototype Demonstrate design in prototype 2.6 MHO

1.1.3. Data acquisition control Interface FieldSystem Tsys, stats etc 2.0 MPIfR

WP1.2. Broadband data path

Make strategic decision on transport mechanism that is optimal for future
e-VLBI application: scalable to large bandwidth, relaxed fault tolerance,
multicasting, Grid enabled.

1.2.1. Broadband protocols Investigate different IP protocols vs lambda | 2.0 JBO
switching

1.2.2. Broadband data processor | Develop interface to public network, e-MERLIN | 2.0 JBO

interface processor

1.2.3. Broadband integration and | Test with 10Gb/s using Onsala station 2.0 0SO

test

1.2.4. Public to dedicated network | LOFAR transport, LO & timing issues 1.0 ASTRON

interface

WP2 —Distributed Correlation

WP2.1 — Grid Resource allocation

Selection, integration and adaptation of existing solutions for VLBI
workflow management. Resource allocation must be based on knowledge
of connectivity and available computing.
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2.1.1. Grid - VLBI collaboration Establish presence of VLBI on Grid 1.2 PNSC
2.1.2. Grid Workflow management | Tool to manage VLBI workflow 14 PNSC
2.1.3. Grid Routing Commands for routing data flow 1.4 PNSC

WP2.2 — Software correlation

Develop a correlator engine that can run on standard workstations,
deployable on cluster computers and grid nodes. Innovative features will
be spectral filtering and high accuracy fringe tracking. Output product

conform EVN standard.

2.2.1. Correlator algorithm design Design correlator algorithm 1.4 JIVE
2.2.2. Correlator computational core | Single node machine that works on MkS5 0.8 JIVE
2.2.3. Scaled up version for clusters | Distributed correlator in local environment 1.4 JIVE
2.2.4. Distributed version, | Package deployment on Grid nodes 1.4 JIVE
middleware
2.2.5. Interactive visualization Display correlator results on web 1 JIVE
2.2.6. Output definition Output from individual correlator nodes ready to JIVE
merge
2.2.7. Output merge Client that connects output data to archive 3 JIVE
TOTAL 30
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'Fig'ure J1.2a. Chart showing the timeline for the work in the first work package "Scalable connectivity"

over the entire project.
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over the first 18 months.
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TABLE J1.2: TASK DETAILS

Workpackage Activities and deliverables. Deliverables shown in italic font

0. System analysis discuss design, personnel acquisition
discuss interfaces
overall design document

1.1.1. Data acquisition architecture Review next-generation interconnect
Coordination with RF sampler

Data acquisition requirements document
Evaluation computer data technologies
Evaluation of Ethernet and PCle
Integration data acquisition and data paths
Design framework hw/sw architecture
Data acquisition design document

1.1.2. Data acquisition prototype Remote control interfaces
Connectivity prototype system
Software acquisition/transport
Software architecture for data checks
Prototypes/COTS hardware
Hardware/software integration
Testing/demonstration

data acquisition prototype

1.1.3. Data acquisition control Control for new acquisition into field system
Requirements for phase-cal and stats
Requirements embedded TSY'S calibration
Data acquisition interface document
Software calibration flow

Software performance monitor

test control at telescope

Data acquisition test report

1.2.1. Broadband protocols & multicast Survey of protocols

Protocols strategic document
TCP variant

non TCP, VSI E

Develop multicast capability
Test multicast

Test 4 Gbps performance
Protocol performance report

1.2.2. Broadband eMERLIN correlator interface Discuss options for connections
Develop interface on FPGA
Software for link

Implement interface

eMERLIN interface available

1.2.3. Broadband test Exercise PC-EVN at telescope

eVLBI fringes PC-EVN

Test at 1 Gb/s

Establish 10Gb/s connection Chalmers
Test protocols & transfer

Implement local loops

Connect and test at 10Gb/s
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Implement control to observe with eMERLIN
Data acquisition prototype at tel escope

Do various tests with different observe modes
Involve in a scientific demo

Overall broadband demonstration

1.2.4. Public to dedicated network interface

Inventory network/protocol LOFAR
LOFAR connection strategic document
Clock stability and LO distribution

Extent protocols research for LOFAR
Tweak for specific performance
Demonstration of European LOFAR station
LOFAR interface report

2.1.1. Grid - VLBI collaboration

Grid technology for eVLBI

Analysis tools in networking and grids
Analysis of existing brokers
Architecture and workflow management
eVLBI-Grid design document

2.1.2. Grid Workflow management

Interface definitions workflow manager
Description of eVLBI in DMSL
eVLBI-Grid interface document
Scenario Submission Application
Scenario Management Module
Integrate with Routing tables

Integrate with software correlator
Prototype testing

Softwar e wor kflow management

2.1.3. Grid Routing

Dependence of eVLBI on network
Select correlation resources

First version of a software module
Test network monitoring, integrate
Validate network monitoring
Extended version software

Software routing

Integrate with the eVLBI environment

2.2.1. Correlator algorithm design

overall correlator design
Correlator schemes

Analysis of computing efficiency
Simulate fringe tracking accuracy
Analysis of correlator losses
Correlator design specifications

2.2.2. Correlator computational core

Interface to existing geometrical models
Interface to correlator parameters

Delay and Fringe tracking

Spectrum formation

Correlation function estimation

Data capturing existing platforms
Analysis tools

Software correlator core

2.2.3. Scaled up version for clusters

Parallel data distribution model
Model description to local nodes
Clock values and EOP
Management of computational load
output format

Evaluate scalability
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software cluster correlation

2.2.4. Distributed version, middleware

Distribution version

Automated build systems

Middleware interface

Tool to calibrate load

Establish data distribution methods
Interface workflow manager and routing
Interface for model and parameters
software distributed correlation

2.2.5. Interactive visualization

Status monitor

Progress meter, performance indicator
Data quality display

Source detection, fringe display
Softwar e visualization

2.2.6. Output definition

Data storage format for atomic slices
Content and structure meta-data
Structure to accumulate data
Implement local capture

Upload to central archive

Softwar e data product

2.2.7. Output merge

Method to compose standard data
Data reception daemon

Progress meter and error reporting
Automated sorting

Conversion to standard data product
Upload to archive and pipelining
Software to collect distributed output

Tests and science demo

Local test software corretor

First fringes software correlator
Correlation with prototype acquisition
Software correlation new acquisition
Test correlation new routing

Fringes with new routing

Test grid enabled correlator

First fringes Grid correlator

Test correlation on FABRIC

First fringes on FABRIC

Test imaging with FABRIC

report

026642 EXPReS— Annex |, ver. 2.0 — Approved by EC on 20 Dec 2007

140



TableJ1.3. activities and deliverable in the first 18 months

workpackage

activity

deliverable/milestone

0. System analysis

discuss design, personnel acquisition
discuss interfaces

overall design document

1.1.1.  Data
architecture

acquisition

Review next-generation interconnect

Coordination with RF sampler

Evaluation computer data technologies
Evaluation of Ethernet and PCle
Integration data acquisition and data paths
Design framework hw/sw architecture

Data acquisition
requirements document

Data  acquisition  design
document

1.1.2.  Data
prototype

acquisition

Remote control interfaces
Connectivity prototype system
Software acquisition/transport
Software architecture for data checks
Prototypes/COTS hardware
Hardware/software integration

1.1.3.
control

Data  acquisition

Control for new acquisition into field system
Requirements for phase-cal and stats
Requirements embedded TSYS calibration
Software calibration flow

Data acquisition interface

document

18

1.2.1. Broadband protocols
& multicast

Survey of protocols

TCP variant

non TCP, VSI E

Develop multicast capability
Test multicast

Test 4 Gbps performance

Protocols strategic document
Protocol performance report

13

1.2.2. Broadband eMERLIN
correlator interface

Discuss options for connections
Develop interface on FPGA

1.2.3. Broadband test

Exercise PC-EVN at telescope

Test at 1 Gb/s

Establish 10Gb/s connection Chalmers
Test protocols & transfer

Implement local loops

Connect and test at 10Gb/s

eVLBI fringes PC-EVN

1.2.4. Public to dedicated
network interface

Inventory network/protocol LOFAR

Clock stability and LO distribution

Extent protocols research for LOFAR
Tweak for specific performance
Demonstration of European LOFAR station

LOFAR connection strategic
document
LOFAR interface report

2.1.1. Grid -
collaboration

VLBI

Grid technology for eVLBI

Analysis tools in networking and grids
Analysis of existing brokers
Architecture and workflow management

eVLBI-Grid
document

design

2.1.2. Grid  Workflow

Interface definitions workflow manager

eVLBI-Grid interface
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management document
Software workflow
Description of eVLBI in DMSL management 18
Scenario Submission Application
Scenario Management Module
Integrate with Routing tables
Integrate with software correlator
Prototype testing
2.1.3. Grid Routing Dependence of eVLBI on network
2.2.1. Correlator algorithm Correlator design
design overall correlator design specifications 5
Correlator schemes
Analysis of computing efficiency
Simulate fringe tracking accuracy
Analysis of correlator losses
2.2.2. Correlator
computational core Interface to existing geometrical models Software correlator core 14
Interface to correlator parameters
Delay and Fringe tracking
Spectrum formation
Correlation function estimation
Data capturing existing platforms
Analysis tools
2.2.3. Scaled up version for
clusters Parallel data distribution model
Model description to local nodes
Clock values and EOP
2.2.4. Distributed version,
middleware
2.2.5. Interactive
visualization Status monitor Software visualization 4
Progress meter, performance indicator
Data quality display
Source detection, fringe display
2.2.6. Output definition Data storage format for atomic slices Software data product 15

Content and structure meta-data
Structure to accumulate data
Implement local capture
Upload to central archive

2.2.7. Output merge

Method to compose standard data
Data reception daemon
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5.C.1.2QUALITY OF THE MANAGEMENT

5.C.1.2.1 Management and competence of the participants

This JRA will be led by JIVE (the Netherlands), where the project leader will be based. The
tasks will be led by local managers at each participating institute, who will report to the
central project leader. The participants have extensive experience in collaborating with each
other and other partners on an international scale, which is the way the EVN has operated for
decades. Recently we have had quite a lot of experience with the management of EC funded
R&D projects (e.g. RTD FP4, RadioNet FP5 and FP6), which show that with well-defined
work packages of reasonable size, good progress can be made.

In addition, it is crucial that a clear overall focus is maintained. A number of electronic means
are available to share knowledge and ideas (e-mail exploders, wiki pages). Most importantly,
it is anticipated that all participants meet twice a year. These meetings serve as a platform for
reporting progress and exchanging ideas on implementation methods and coding platforms. In
addition, there will be meetings with partners that share a common interface, which focus on
defining work packages, dividing resources and interface definitions. Each work package will
require a written plan of implementation and resource planning to the level of functional
modules. Where appropriate results of the (scientific) research will be discussed in
publications and presented at international meetings.

List of participants and relevant expertise

Metsdhovi Radio Observatory (MRO)

Since the early 1990's, Metsdhovi Radio Observatory has been one of the few institutes in the
world where VLBI data acquisition systems have been actively constructed and developed
further. After delivering sets of MKIV read/write electronics to all major EVN observatories
and the NASA Deep Space Network (DSN) tracking stations, Metsdhovi has focused on
maximizing the applicability of Commercially Available Off-the-Shelf (COTS) technology
for VLBI data acquisition applications. Metséhovi has pioneered the use of VSI (VLBI
Standard Interface), the internationally-agreed interfacing standard for VLBI data acquisition.
For the PCEVN project a Linux PC-based VSIB disk recorder design was completed in 2002.

This is now in use at many VLBI observatories across the world, in particular Australia.

The principal responsibility of the Metsdihovi group is to construct the prototype data

acquisition system that, amongst other things, can channel broadband data from the telescope
to the network.

Max Planck Institut fiir Radioastronomie

MPIfR operates the 100-m radio telescope in Effelsberg near Bonn, one of the key elements
in the successful VLBI programme conducted by the EVN. MPIfR staff have been involved
in VLBI both at the recording and correlating end of the business since the mid-seventies.
Members of the group have always contributed to the online and offline software and
hardware developments of the record terminals and the data processors. The group has been
operating 4 generations of VLBI correlators. Presently members of the group are developing a
so-called IF switch box to further automate the mode selection at the MkIV/MkS recording
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terminals. The required modifications to the control software ‘Field System’ will also be
implemented in house. The present MkIV/Mk5 data processor is used for MPIfR-based
astronomical observations, where the emphasis is on mm-wavelengths, astrometry and special
VLBI experiments, and also serves the German geodetic community. In the last 20 years
several new VLBI observing techniques have been developed at MPIfR. Its scientists are
actively developing techniques for mm-VLBI, and several projects are underway using
remote sensing of the atmosphere to improve the calibration and sensitivity of high-frequency
VLBI observations.

It will be the responsibility of the MPI staff to oversee the adaptation of the new data
acquisition system in the existing protocols for VLBI.

Jodrell Bank Observatory (JBO)

Jodrell Bank Observatory, part of the School of Physics and Astronomy of the University of
Manchester owns and operates the 76-m Lovell Telescope (LT) and the 7-element
MERLIN/VLBI National Facility. Both the LT and MERLIN are integral components of the
EVN, indeed JBO was one of the founding members of the EVN. MERLIN is undergoing a ~
€12.5M upgrade. The telescopes of e-MERLIN, as the upgraded instrument will be known,
will be connected with fibre-optic cables each transmitting up to 30 Gbps of data; new
receivers, new digital transmission equipment and a new broadband correlator (data
processor) will enable observations a factor of 10-30 times more sensitive than the current
array. e-MERLIN will be operational in 2009. In addition, JBO recently commissioned a 2.5
Gbps fibre link to Manchester and from there onto the UK’s research network; this link was
recently used for e-VLBI tests, including the first e-VLBI Proof-of-Concept science demo.
JBO staff has extensive experience in digital hardware, software and, more recently, data
transmission standards and protocols.

The JBO expertise is required to make a strategic decision on the transport mechanism for
FABRIC. This includes the multicast capability deemed essential for distributed correlation.
In addition the JBO staff will establish an interface between data arriving on public networks
and the eMERLIN correlator.

The Netherlands Foundation for Research in Astronomy (ASTRON)

The mission of ASTRON is to facilitate astronomical research through innovative and unique
instrumentation and services. ASTRON operates one of the world’s largest existing radio
telescopes, the Westerbork Synthesis Radio Telescope, and maintains a well-equipped
technical laboratory for the purpose of developing innovative instrumentation for scientific
research. Since 1993, ASTRON has been working towards the next generation radio
telescopes. The ultimate goal in this development is the Square Kilometre Array, which will
give unprecedented sensitivity at GHz frequencies (with a square kilometre of effective
collecting area). ASTRON identified several intermediate steps on the roadmap towards this
instrument. The LOFAR telescope, which has recently been funded by the Dutch government,
is one important stepping stone towards the SKA. E-VLBI is another. LOFAR will be the
first operational facility that utilises massive phased array signal processing, using high-speed
data networks, high performance streaming supercomputing and full Grid-based post-
processing. ASTRON participates in VLBI through the Westerbork telescope and by hosting
JIVE at its HQ in Dwingeloo.
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ASTRON staff will exercise the protocols established in FABRIC for the transport of
LOFAR data and clock signals to and from remote stations.

Onsala Space Observatory

Onsala Space Observatory, Sweden is a part of Chalmers Technical University. Onsala has
been one of the leading observatories in Europe in implementing e-VLBI connectivity and has
been heavily involved with the early e-VLBI Proof-of-Concept test observations. In addition,
Onsala also gave the first transatlantic e-VLBI fringes to the MIT Haystack correlator in April
2004. In addition to its astronomy activities, Onsala is one of the main geodetic VLBI sites in
Europe and is interested in partaking in geodetic e-VLBI for the near real-time measurement
of Earth orientation parameters. An Onsala staff member, Dr. John Conway has been
appointed by the directors of the EVN to lead a small group to study astronomical
applications of e-VLBI. This e-VLBI Science Advisory Group (see also Networking Activity,
NA3) is also charged with organising demonstration science experiments, the first of which, a
spectral line experiment in September 2004, was highly successful. A second higher bit rate
continuum experiment will be observed in mid-March 2005. As part of its educational
outreach, the observatory has developed a small antenna and backend for student use, this
antenna has integrated digital filters, samplers, and auto-correlators constructed via FPGA
chips. This expertise can be used to build future samplers/digitizers and to demonstrate 1-10
Gbps e-VLBI. The observatory has extensive expertise in building near real-time software in
LINUX. Finally, there is extensive support and enthusiasm for the e-VLBI project from the
Chalmers University network group and the Swedish SUNET academic network provider.

At Onsala the infrastructure will be established to test the new data acquisition prototype and
connect it at high data rate with the eMERLIN correlator initially.

Poznan Supercomputing and Networking Center (PSNC)

PSNC is the operator of the national optical network PIONIER, as well as the Polish link to
the GEANT network. The PSNC Supercomputing Department administers an HPC
environment of 1.5 TFLOPS peak performance. It is a successful partner in several projects of
the fifth and sixth framework programme on Grid technologies and networking, most
noticeably GridLab, CrossGrid, CoreGRID, EGEE, HPC Europa, 6NET, Mupbed and
ATRIUM. It has developed several relevant technologies that employ portals for workflow
and information management. The current research activity of PSNC concerns the
management and monitoring of computer networks, development of optical technologies and
development of new network services. Most relevant is the Virtual Laboratory (VLab)
project, which enables remote access to lab equipment.

The PSNC group brings Grid expertise to the project. Here the workflow management
software to distribute the correlation over Grid computers will be established. The next level

is to establish methods to route the data across Europe to the nodes where sufficient
computational resources are available.

JIIVE
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The Joint Institute for VLBI in Europe co-developed and now operates the world’s most
technically advanced correlator for radio interferometry as part of the European VLBI
Network. The software team that has developed and maintained the control of the EVN
MKIV data processor is specialized in dealing with high capacity data-flow problems and has
implemented the world’s largest capacity correlator backend on parallel computers. A local
cluster computer is part of NL-Grid. Amongst its staff there is unique expertise in correlation
algorithms, as is demonstrated by the recent success in the Huygens project, for which space-
craft navigation with narrow-band VLBI was developed. The JIVE team has taken the lead in
demonstrating e-VLBI for astronomy in collaboration with GEANT. It has successfully used
up to 5 telescopes in real-time, using the existing data acquisition systems and the existing
hardware correlator. It routinely employs so called ‘ftp-VLBI’ to monitor the integrity of the
telescope network. JIVE has a long track-record of managing EC supported projects, both in
user support (Transnational Access), as well as (software) development.

JIVE runs the overall management of FABRIC. In addition its staff will establish the
algorithms for wideband software correlation. This will be ported to cluster computers and
enabled for the Grid. In addition the user product has to be compiled and archived, even when
its creation is widely distributed.

Other EXPReS participants

This JRA has been structured around ‘critical-mass’ teams at seven institutes. However, we
still anticipate significant scientific and technical input from other EXPReS participants with
expertise in several of the key areas of this proposal. The technical expertise in the EVN is
organised through its Technical and Operations Group (chaired from MPIfR), and we expect
that progress in this JRA will also be discussed there. An important interface constitutes the
EVN project on digital base-band converters (DBBC), which is an EVN activity with a focus
point at The Institute of Radio Astronomy (IRA), Italy. Similar expertise is required for
scheduling observations and interfacing with the telescope control. All this expertise exists
within the larger scope of EXPReS.
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5.C.1.2.2 Justification of financing requested

A detailed justification of the requested finance is reported in Table J1.4. Community
financing is not being used to conclude sub-contracts. Community financing is being used to
purchase durable equipment to the extent of building prototypes only. The budget for this
JRA is not aimed at providing new physical connections to any e-VLBI elements.

Table J1.4: Justification of financing requested

Requested Funds Matching Funds
FTE-yrs K€ FTE-yrs k€
(ON]0) Staff 1 75 1 75
Travel 4 0
Hardware 10 0
ASTRON Staff 0.5 75 0.5 75
Travel 2 2
MPIfR Staff 1 75 1 75
Travel 4 0
MRO Staff 2 150 2 150
Travel 8 0
Hardware 30 0
JBO Staff 2 150 2 150
Travel 8 0
Hardware 30 0
PSNC Staff 2 140 2 140
Travel 8 0
Hardware 10 0
JIVE Staff 6 450 6 450
Travel 24 0
14.5 1253 14.5 1117

Note: All use additional cost (AC) model, except ASTRON which follows full cost model (FC)
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5.C.1.3. EUROPEAN ADDED VALUE

5.C.1.3. Interest for European research infrastructures and their users

Most of the tools that will be investigated and developed in this Joint Research Activity will
eventually be of benefit to the users of the radio interferometers, in particular the EVN. As
explained the work will prepare for the expansion of the EVN in bandwidth and number of
stations, by research of the necessary components for high bandwidth capabilities and a very
cost-effective distributed correlator. The EVN is a bottom-up organisation based on the
international collaboration of many telescopes. The establishment of distributed correlation
fits this organisation in a very natural way.

The EVN is currently the world’s most sensitive VLBI array. Its ambition to maintain this
leading position is demonstrated by the current construction of several new telescopes. The
development of distributed correlation will allow it to expand its bandwidth capacity, which
will provide the necessary improvement in sensitivity to stay in the lead. Besides the long
term perspective there will be an opportunity to use the array defined for the pilot projects for
specific projects. This can be done without putting more strain on the currently scarce
resources in the EVN: recording media, correlator time and observing time on the few largest
telescopes.

The proposal for FABRIC sketches a visionary picture of the way we think e-VLBI might
look in the next decade. Such an implementation is in itself a step towards the Square
Kilometre Array, currently under consideration by radio astronomers around the globe. The
objective of this proposal is to start development of the components that entail the roadmap to
the future VLBI network. There is no other comparable effort anywhere in the world,
although, obviously, this project has a lot of synergy with the ongoing LOFAR and e-
MERLIN projects. Moreover, it aims to create interfaces between these arrays and the EVN
where they use public resources (Network and Grid). Thus a contribution is made to their
future interoperability, which opens up interesting new capabilities for radio-astronomical
research.

This research and development work builds on our successful project to employ the network
provided by GEANT to implement e-VLBI. Where wide-band data transport is already part of
the ongoing effort, we now propose to also look into the possibility of distributed computing
for VLBI. Essential components for this are therefore not only the network, but also Grid
computational elements. This proposal does not cover the construction of such a Grid, but the
necessary development of components that will allow VLBI to use such distributed
computing. As is the case with data transport problems, we can imagine that distributed
correlation for e-VLBI will push the envelope of Grid capabilities for data-intensive
distributed processing.

The implementation of correlator functionality on standard computing platforms actually
allows important advantages over current implementations. In the first place it will be
possible to move beyond 2-bit data representations. Current data processors (correlators)
make crude statistical approximations of the correlator function by using 2-bit representations.
Although such a 2-bit representation (4-level sampling) will continue to be the most cost-
effective for bandwidth limited transport, there will be opportunities to improve the
correlation product and eventually accommodate 8-bit data representation. Secondly, spectral
zoom functionality, required for spacecraft navigation, can be implemented (as is currently
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being demonstrated by JIVE scientists for the Huygens-Cassini mission to Titan). The
correlator algorithms being considered will have more accurate fringe tracking and will be
able to take advantage of improved calibration algorithms. This is only one of the facets
where this proposal is technologically innovative.

Some of the partners in this project collaborate in the EC funded RadioNet consortium on
several aspects of data processing in radio-astronomy. These are distinctly different from the
e-VLBI specific applications we develop here. In some areas however they are
complementary; robust pipeline processing of VLBI data is for example essential for fast
dissemination of all VLBI results, the focal plane arrays under consideration in RadioNet will
impose much more severe requirements on future data processors, by effectively multiplying
the number of stations. Ongoing research and development for SKA and LOFAR, focuses on
antenna design issues and models for data processing. In this respect our proposal is quite
revolutionary, yet applicable on a relevant timescale.

Finally, a unique perspective is the possible application for spacecraft navigation, being
pioneered currently at JIVE for the Huygens mission. At JIVE a special purpose software
correlator has been developed to track the position of the Huygens probe during its recent
successful descent to Titan. It implements the correlation of an extremely narrow band signal,
which on current PC hardware is still much, much slower than real-time. This effort is an
important exercise for testing correlation algorithms.

5.C.1.4 EXPLOITATION OF RESULTS

While the motivation for this JRA is the development of new techniques for future VLBI
observations, the two pilot projects will deliver interesting new capabilities that can be
exploited for direct scientific use.

The wide band capability and possible connection to e-MERLIN will allow fast detection
experiments of very weak sources. Even more interesting capabilities arise when distributed
correlation will provide permanent cheap (albeit limited bandwidth) VLBI capabilities, with
very flexible spectral zooming. We describe two such applications below in detail.

1. Application to Large Astronomical Surveys and Transients

Current media based VLBI using specialised hardware correlators is limited to an operational
model of a few multi-week sessions per year. While e-VLBI combined with the JIVE
correlator will greatly increase the flexibility of the VLBI technique the scarce central
correlator (data processing) resource must still be allocated, limiting its application. In
contrast, software correlation combined with e-VLBI gives the prospect of completely
automated observations, and the possibility to run, in addition to normal operations, small
antenna arrays doing survey type science. For instance, a small number (2 to 4) of the medium
sized antennas of the European network could, via software correlation, undertake
observations lasting months at a time.

Particularly interesting as an initial application for such an array is 1) Observations of galactic
masers, which emit only over a narrow bandwidth and hence can be observed without loss of
information with very modest bit rates (§Mbps station; Fig J1.3). Intensive observations over
the course of a year can be used to find the distances to these masers by parallax (their change
in apparent position due to motion of Earth around the Sun). Such modest bandwidth

026642 EXPReS— Annex |, ver. 2.0 — Approved by EC on 20 Dec 2007

149



observations can also be useful for time monitoring of bright continuum emitting objects.
Applications here include 2) Looking for time delays in the variability between the multiple
images of gravitationally lensed objects. 3) Monitoring structural variability in bright quasar
or stellar jets. After the initial proof of concept more computing resources can be applied
allowing real time observations with higher bandwidth so that weaker sources could be
observed. Applications here include 4) doing large finding surveys for compact black holes
in the centres of galaxies. 5) Monitoring the positions of nearby stars to detect orbiting
planets. Finally, such a sensitive continuously observing array could 6) Make quick response
observations of newly detected or transient radio sources such as exotic stars or Gamma ray
burst sources.

2. Application to phase referencing VLBI of deep space and planetary probe signals

The use of software correlator algorithms was successfully demonstrated by JIVE scientists
during the analysis of the Huygens probe VLBI tracking project, as well as prior test
observations involving the Cassini and Mars Express spacecraft.

The great flexibility of software correlators, including such features as practically unlimited
resolution in both time and frequency zooming, makes them particularly useful for phase
referencing experiments involving spacecraft and natural radio sources, where correlation of
both broad-band and ultra-narrow-band signals is required. The synergy produced between
VLBI and deep-space missions when one signal is used as a phase reference for study of the
other, opens up new horizons for experiments in fundamental physics, astronomy and
planetary sciences.

Policy issues

As is common in scientific development, the project results will be freely available for
scientific and technical collaborations. Documents and software are generally put in the
public domain. The EVN collaborates with radio-astronomy developers worldwide and VLBI
only works if participants agree on standard data interfaces. There is therefore a long tradition
of shared technology. The aim will be to promote the results of FABRIC to other VLBI
networks, and where applicable to the Square Kilometre Array (SKA).

The exploitation of the results of this project in an international context depends on the
ongoing international competition to establish the standards for VLBI observing. There is a
risk that somewhere components will be developed that will be accepted for exploitation
before the results of this project become available. However, it is clear that the proposed
R&D would put the European partners ahead in this competition.
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5.C.1.5. SUMMARY
Table 5 - ACTIVITY DESCRIPTION (REPORTING PERIOD PLUS 6 MONTHS)

Activity number : JRAL: Start date or starting event: 1/3/2006

FABRIC
Participant (Short name): JIVE PSNC | ASTRON | MPIfR | MRO 0OSO UniMAn

/IBO

Expected Budget 300000 | 90000 | 50000 25000 | 100000 | 30000 | 100000
per Participant:
Requested Contribution | 150000 | 50000 | 25000 0 60000 | 20000 | 60000
per Participant:

Objective: Develop methods for high data rate e-VLBI using distributed correlation.

Develop a scalable prototype for broadband data acquisition.
e Employing off-the-shelve components
e Using control interface that connects to existing steering software
e That incorporates the data streams for calibration
¢ And formats the data for future transport protocols
Establish a transportation protocol for broadband e-VLBI
e That optimizes transport characteristics for e-VLBI
¢ Includes making copies for different routes (multicast).
e Push data transfer to rates well beyond 1Gb/s
Interface e-VLBI public networks with LOFAR and e-MERLIN dedicated networks
e Interface remote LOFAR stations through GEANT network
e Interface Onsala EVN antenna to e-MERLIN
e Demonstrate broadband e-VLBI with new data acquisition system
Setup data distribution over Grid
e Implement resource allocation methods for e-VLBI
e Do workflow management for distributed correlator
e Control the routing of data streams and control parameters
Develop a software correlator
e Establish correlator algorithms for processing on standard computing
Develop correlator software for cluster computers
Make the software Grid enabled
Interface with workflow management and protocols
Demonstrate software correlation in science demo

Expected results and their possible impact are:

Prototype for broadband data acquisition

e This prototype could be replicated for use in all EVN stations for e-VLBI

e The data acquisition system may also become the standard for disk based recording

e The system may become a cheap acquisition system for new stations

e The system may become a realistic alternative world-wide for data acquisition systems
Protocol for e-VLBI data transport

e May be applicable for e-VLBI without distributed computing

e May become world standard for astronomical VLBI

e May become world standard for geophysics VLBI, time and EOP services
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e May become the standard for other radio-astronomy data transport like LOFAR and SKA
e May be applicable for other scientific data transport
Interface public dedicated network
e May facilitate co-observing EVN and e-MERLIN in both directions
e May facilitate co-observing with LOFAR and later SKA (prototypes)
e May allow integration of future radio-telescopes (e-VLA, ALMA)
e May be applicable in other data transport problems
Broadband science demo
e May lead to scientific observations with e-MERLIN and a few EVN antennas
e @Gives unique wide-band, long baseline capabilities
e May lead to new astronomical observing facility
e Opportunity for new scientific discoveries
e-VLBI workflow and routing software
e Enables e-VLBI distributed correlation
e May be applicable to future radio astronomy projects (SKA)
e Could be generally applicable to data intensive, distributed computing
e Pushes the envelope of Grid capabilities
Correlator software for standard computing
e Will yield more precise results for VLBI and other long baseline interferometry
May yield efficient algorithms for astronomical correlation
May allow more ad-hoc quality control by individual stations
Can be used by other VLBI networks around the world
Will allow establishment of VLBI networks much more flexibly and cheaply
May be used by future radio-astronomy projects
e May be used for spacecraft navigation
Demonstration of distributed correlation
e May establish semi-permanent e-VLBI network for monitoring and event follow up
May be turned into future wide-band VLBI correlator
Could lead to semi-permanent e-VLBI network for spacecraft tracking
May be used by other geo- and astronomical VLBI arrays
Could be applicable for future radio-astronomy projects

Description of work

Develop a scalable prototype for broadband data acquisition. This is an engineering effort that
will focus on using off-the-shelve components in a scalable architecture. It will concentrate on
assembling PC components and addressing interface issues. This work will be done by the team at
Metsédhovi. It will definitely involve some low-level software development. There are a number of
control software issues linked with this, including interfacing to the existing control at the
telescopes and interfacing calibration data flow, which will be addressed by MPI.

Establish a transportation protocol for broadband e-VLBI. This amounts into research into
existing protocols for data transport as well as looking what new protocols are possible within the
context of existing protocol layers. This will be implemented by writing specific drivers that allow
testing these protocols. This specialist software effort will be carried out at the UniMan group at the
Jodrell Bank Observatory, who will also attempt to write an interface between such an algorithm
and the dedicated fibre links used by e-MERLIN.
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Interface e-VLBI public networks with LOFAR and e-MERLIN dedicated networks, is
completed by engineering work by the LOFAR team at ASTRON. These interfaces will probably
be based on FPGA components. Software drivers are to be established which will allow LOFAR
antennas ate EVN sites to communicate to the LOFAR central processor.

In order to allow a Broadband science demo, the group at Onsala will push for a broadband
connection to the e-MERLIN correlator. The quality and throughput of this connection will be
measured and monitored. In order to use this link, the prototype data acquisition system will need to
be interfaced to the Onsala telescope. The responsibility for the tests and scientific pilot observing is
also at Onsala.

e-VLBI workflow and routing software. This task deals with establishing a Grid collaboration for
FABRIC and modifying existing workflow and resource allocation mechanism for e-VLBI
specifically. The group at Poznan has the expertise to do this, as well as producing new methods to
direct the data flow for VLBI.

Correlator software for standard computing requires the combination of expertise in scientific
software development and correlation algorithms available at JIVE. This is a massive software
effort, not just to develop new algorithms and port them to standard cluster environments, but also
to define interfaces for model parameters, output format and progress monitoring.

JIVE is also responsible for Demonstration of distributed correlation which also requires the
astronomical expertise to setup VLBI experiments, debug the output and do the downstream
processing.

Deliverable Deliverable title Delivery Nature® Dissemination
No' date’ Level*
DJ1.1 Data acquisition requirements document 2 R PU
DJ1.2 Protocols strategic document 2 R PU
DJ1.3 Visualization software 4 P PU
DJ1.4 Correlator design specification 5 R PU
DJ1.5 Overall design document 6 R PU
DJ1.6 eVLBI-Grid design document 6 R PU
DJ1.7 eVLBI fringes PC-EVN 7 D PU

! Deliverable numbers in order of delivery dates: D1 — Dn
% Indicate the month of delivery. This should be relative to the start date of the 13, month 1 marking the first
month of the project.
? Please indicate the nature of the deliverable using one of the following codes:
R = Report
P = Prototype
D = Demonstrator
O = Other
* Please indicate the dissemination level using one of the following codes:
PU = Public
PP = Restricted to other programme participants (including the Commission Services).
RE = Restricted to a group specified by the consortium (including the Commission Services).
CO = Confidential, only for members of the consortium (including the Commission Services).
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DJ1.8 LOFAR connection strategic document 7 R PU
DJ1.9 Data acquisition design document 8 R PU
DJ1.10 eVLBI-Grid interface document 10 R PU
DJ1.11 Protocols performance report 13 R PU
DJ1.12 Software correlator core 14 P PU
DJ1.13 Software data product 15 P PU
DJ1.14 Data acquisition interface document 18 R PU
DJ1.15 LOFAR station interface report 18 R PU
DJ1.16 Software for workflow management 18 P PU
DJ1.17 Software for correlation on cluster 23 P PU
DJ1.18 Data acquisition test report 23 R PU
DJ1.19 Data acquisition prototype at telescope 23 P PU
DJ1.20 Overall broadband demonstration 23 D PU
DJ1.21 Software cluster correlation 23 P PU
DJ1.22 First fringes software correlator 23 D PU
DJ1.23 Software to collect distributed output 24 P PU
DJ1.24 Software to create data product from distributed correlation 27 P PU
DJ1.25 Software routing 29 P PU
DJ1.26 eMERLIN interface available 30 P PU
DJ1.27 Fringes with new routing 31 D PU
DJ1.28 Software distributed correlation 33 P PU
DJ1.29 First fringes Grid correlator 34 D PU
DJ1.30 First fringes on FABRIC 35 D PU
DJ1.31 Final report 36 R PU

Milestones' and expected result

Of the above deliverables, several reflect reports that discuss the options and prepare decisions for

implementation. These are notably

DJ1.1 - Requirements document data acquisition

DJ1.2 - Strategic document broadband protocols

DJ1.4 - Design document correlator algorithms

DJ1.6 - eVLBI — Grid design document

These will accumulate into an overall design document DJ1.5, which will describe all the interfaces
in the project.

Justification of financing requested

Almost all the financing is for manpower, mostly in hardware and software engineering efforts. To

! Milestones are control points at which decisions are needed; for example concerning which of several
technologies will be adopted as the basis for the next phase of the project.
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accommodate travel for regular face-to-face meetings across the project a fixed amount per man-
year is requested. There will be two prototype hardware components, one for data acquisition and
one for interfacing between dedicated and public networks, each at 30k€. An additional 10k€ is

requested for interfacing the Onsala telescope for one of the tests.

6. PROJECT RESOURCES ANF BUDGET OVERVIEW
6.1 Overall budget for the full duration of the 13

We include here a copy of the A3.1 and A3.2 forms from the CPFs, this is the financial

information for the duration of the contract.

Contract Preparation Forms
13

Cervelopment ared Demorsration

Flivireur sy i

of form A3 1 s

for M ewseabr o ptors

A3.1

Propasal Number

Fieeeas

Propasal Acranyri

| ST

Partici [Digansation| Cost

Estimatied eligible costs and

Financial information - whole duration of the project

Costs and EC conbribution per type of adivities

pantn® short  |model| reguested EC contributlon RTD activities (1) aardination / pecific sendce ansortium Total Tatal
name used | fwhole duration of the project) MNetworking acthvitles [3) Management =)+ receipks
| activities @) | | activities () Fed |
1 E (i Direct Coats (8] 395.000,00} 173.000.00) 936, EET 00 176,750,004 1.B21.417 005
[Ehgitilir| of which SubCOnirEcting 00 00}
[Fosts  [ndiect costa (b 79.000,00 24.600.00 107.233 00 35.350,00 336.200,00)
susted £ contrbution 474,000, 007 600 1124 (00 312,100,
2 |[AARNET PTYFC Direct Coats (8] 3.200.00 8000 2,480,004
Lo [Eligible| of which subcaniracting ool s |
0t | inglect costs (b 200.00 2.000 520.00) 42000
Total eligible costs (g} + 4,000,008 10.000 3100 100,00
EC contribution 4,000,000 10.000 .00 J.100 100,00
3 DANTE C Dunct Conls (i) 7 7 [ 3 615,11 E
[Eligible| of winci subconiracting [ [
0t | inglect costs (b 2.331.00 1,085 3.416.00
Total aigbie costs (a1 (6} i0.100 4o ias000d
: ET contribution 10.100,008 4,700 14.800,00
4 [PENC i Dt Cioedes (i) 131 B67 [ 2167 [ 2 5H3 I 136 417 1
(Eligible | of wh: subscardrincting A I
[FO81E | inadnct cosde (b A3 1K 517 [ 27 6
Total uligibiy couls (ol H{E) 2.E00.00 3.100,00 163.700.00
: EIC contribution 2 500,008 3,100,008 163,700 00
T [Gumrnat  fC Divect Costs (3] 1.955,004 2,330 4,315 00)
[Elgible| of which subcontracting 0o |
[FostE [t cosde (b 45 [ F70]E 141500
Tolal oligibie cols (o} +{b) 2 E0,0) 3|mq 5 700,00f
n EC FE 3100, & 710 [
E |ASTRON FC Direct Costs (s) 154.000,00{ 2.759,00) 5896 00¢ 2.138,00( 165.793.00)
[Ebgibili| of which subcondrscting 00 oo}
[Fot% [indirect costa 1.241.00 3904 962,00
‘otal elipible costs (g}t 154, 4,000,008 0. 3.100,00
contbution 77 0 A0 10000 3100 [
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Contract Preparation Forms
13

Plaase use as many copies of form A3 T a5 nacessaiy for the number of partners|

A3.1

[ Proposal Number

p2EE42

Proposal Acronym

[BXPReS

Financial

n - whale duration of the project

Parti Cost | Estimated eligible costs and Costs and EC contribution per type of activities
pantn®  short  |model | E ibuti RTD 1] ination/ | Specificservice | Consortium Total Total
name used [ {whole duration of the project) Networking activities (3) Management @=M+2+ receipts
actit s (2) activities (4) @)+4)

7 [CNIG-IGN FC Direct Costs (3] 10 3.333,00) §3.333 00 2.583,00) 59,249 00f
[Eliible| of which subcontracting i) [i§ [y i

costs [indirect costs (b) 10 BE7,00) 16.667 00) 517,00} 17.851,00)

Total eligible costs (a)+Hb)| 4.000,00) 100.000 00 3.100,00) 107.100,00)

|Requested EC contrbution 4.000,00] 100.000 00| 3.100,00} 107.100,00{

8 |CSIRO FC Direct Gosts (3] 10 5.600,00] 5.000 00 2.480,00) 16.080,00)
Eligible| of which subcontracting i) [i§ [y i

costs [indirect costs (b) 10 1.400,00) 2.000 00 620,00} 4.020,00)

Total eligible costs (a)+b)| 7.000,00) 10.000,00) 3.100,00) 20.100,00f

|Requested EC contrbution s 7.000,00] 10.000,00) 3.100,00} 20.100,00|

9 |NRF FCF Direct Gosts (a) 10 5.833,00] 5.333 00 2.583,00) 16.749,00)
Eligible| of which subcontracting i) [i§ i i

costs [ingirect costs (b) 0] 1.167,00) 1.667 00| 517 00) 3.351,00)

Total eligible costs (a)+Hb)| 7.000,00) 10.000,00) 3.100,00) 20.100,00f

|Requested EC contrbution 0| 7.000,00] 10.000 00| 3.100,00| 20.100,00|

10 |INAF FCF Direct Costs (3] 10 3.200,00] 65.000 00 2.480,00) 93.660,00f
Eligible| of which subcontracting i [i§ i) [T

costs [indirect costs (b) 10 800,00 22.000 00 620,00} 23.420,00f

Total eligible costs (a)+Hb)| 4.000,00) 110.000 00 3.100,00) 117.100,00)

|Requested EC contribution 00| 4.000,00] 110.000 00| 3.100,00f 117 100 00|

1 MPG A Direct Gosts (a) 65.833 00 3.333,00 176.000 00 2.583,00) 246.749,00)
[Eligible| of which subcontracting [l il i 00|

costs [indiract costs (b) 13.167 00) 667 00) 35.000 00 517 00j 48.351,00f

Total eligible costs (8)+Hb)| 79.000 00 4.000,00] 210.000,00) 3.100,00) 256.100,00]

[Requested EG cantribution 79.000 /00 4.000,00] 210.000,00) 3.100,00] 2596.100,00]

12 [TKK A Direct Costs (a) 156,667 [0 3.333,00 31.667 00 2.583,00) 194.250,00)
[Eligible| of which subcontracting 10 Juls| 10 )

[Fosts [indiect costs (b) 31.333 00 667 00) 6.333 00 517 00j 35.850,00f

Total eligible costs (a)+Hb)| 188000 00 4.000,00] 36.000 00 3.100,00) 233.100,00]

[Requested EC cantribution 185000 00 4.000,00] 35.000 00 3.100,00] 233.100,00]
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Please use as many copies of form AB1 o5 necessary for the nurmber of parners

[ Proposal Mumber 26642 | Proposal Acranym [EXFReE

Financial n - whole duration of the project

Parti Cost | Estimated eligible costs and Costs and EC contribution per type of activities
pant n° short model | EC ibuti RTD activities {1} | Coordination / | Specific service Consortium Total Total
hame used [ (whole duration of the project) Networking activities (3) Management B)=01)+2)+ receipts
activities (2) activities (4) @)+id)
13 |CORNELL  FC Direct Costs (gl 10 5.833.00) 41.667 00 2.583,00) 50.083,00f
[Eligible| of which subcontracting 00 0 [ 0]
costs [ fndivect costs (k) 10 1.167.00) 8.333 .00 517,00) 10.017.,00)
Total eligible costs (a)+(b)| 7.000,00 50.000 00 3.100,00) 60.100,00f
|Requested EC contrbution s 7.000,00] 50.000 00) 3.100,00} 50.100,00|
14 UMK A Direct Gosts (3] 10 3.333,00) 20.833 00 2.583,00) 26,749 00f
Eligible| of which subcontracting iy [i§ i) i
costs [ingirect costs (b) 0] BE7 00) 4167 00 517 00) 5.351,00)
Total eligible costs (a)+Hb)| 4.000,00] 25.000 00 3.100,00) 32.100,00f
|Requested EC contribution 00| 4.000,00] 25.000 00) 3.100,00f 32.100,00|

Contract Preparation Forms
13

EURQPEAN COMMISSION

Bth Framework Programme on
Research, Technological
Development anel Demonstration

A3A1

Please use as mrany copies of form AS.1 as necessaly for the number of partners|

[ Proposal Mumber 26642 | Proposal Acranym [EXFReE

Pa g
pantn®  short model 3 RTD activities (1) | Coordination/ | Specific service Consortium Total Total
name used [ (whole duration of the project) Networking activities (3) Management B=(+2+ receipts
activities 2) activities {4) 3)+4)

15 050 A Direct Gosts (a) 74 167 [0 10.000,00f 25.000 00 3.917,00) 113.084,00)
[Eligible| of which subcontracting [l il i 00|

costs [indiract costs (b) 14.633,00) 2.000,00] 5.000 00 783,00} 22 616,00f

Total eligible costs (8)+Hb)| 69.000 00 12.000,00) 30.000 00 4.700,00) 135.700,00)

[Requested EG cantribution 89.000 /00 12.000,00f 30.000 00 4.700,00] 135.700,00)

16 |SHAO A Direct Costs (a) 10 5.833,00] 62.500 /00 2.583,00) 70.916,00f
[Eligible| of which subcontracting [ili i 0| |

costs [indiract costs (b) 10 1.167 00| 12.600,00) 517 00j 14.184 ,00)

Total eligible costs (a)+Hb)| 7.000,00] 76.000 00 3.100,00) 85.100,00f

|Requested EC contribution 100 7.000,00) 75.000 00| 3.100,00f 85.100,00|

17 |UDEC FC Direct Costs (a) Ju| 5.645,00] 24.194 00) 2.500,00} 32.339,00|
[Eligible| of which subcontracting 10 Juls| 10 )

[Fosts [indiect costs (b) 10 1.355,00) 5.606 00 600,00} 7.761,00]

Total eligible costs (a)+Hb)| 7.000,00] 30.000 00 3.100,00) 40.100,00f

|Requested EC contribution 100 7.000,00) 30.000 00| 3.100,00f 40.100,00|

18 [UMIMAN IAC Direct Costs (a) 156,666 00) 34.583,00) 133.750 00) 258300} 327 582 00f
Eligible | of which subcontracting 00| 00 00| i

Fosts [indiect costs (b) 31.334 00 6.917,00] 26.750 /00 517 00| 65.518,00f

Total eligible costs (a)+Hb)| 185000 00 41.500,00f 160.500 /00 3.100,00) 393.100,00]

[Requested EC cantribution 165000 00 41.500,00) 160.500 /00 3.100,00] 383.100,00]

19 eANIRAC AC Direct Costs (gl 10 3.333.00 33.33300 2.583,00) 39.249 00f
[Eligible| of which subcontracting 00 0 0d iT)

costs [ fndirect costs (5) 00| 567 00 B.667 (00| 517 00| 7.851 00|

Total efigible costs (a)+{b)| 4.000,00) 40.000 00| 3.100,00} 47 100,00)

[Requested EC contribution 0] 4.000,00] 40.000 00 3.100,00] 47.100,00]

TOTAL Eligible costs 1.330.000,00) 343.4uu,uu- 271.100,00[  3.977.000,00)

[Requested EC contribution 1.253.000,00) 343400000 2.032500,00  271.100,00[  3.900.000,00]
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6.2 Budget for the first reporting period plus 6 months.

We include here a copy of the A3.3 forms from the CPFs, this is the financial information for

the first 18 months of the contract.

EUROPEAN COMMISSION

Bth Framework Programme an
Research, Technolagical
Development and Demonstration

Contract Preparation Forms
13

Please use as many copies of form AB.8 o5 necessary for the nurmber of parners

A3.3

Propogal Mumber

26842

Proposal Acronym

[EXPReS

Financial information - Reporting period 1 + first 6 months of period 2

Costs and EC contribution per type of activities Total
Partici|Organi: Cost | Estimated eligible costs and RTD activities (1) Coordination / | Specific service Consortium @)=(1)+(2)+ Total
pant n° short model| requested EC contribution i ivities (3) M @)+ receipts
hame used [ (Reporting period 1 + first6 activities {2) activities (4)
months of period 2)
1 IVE AC Direct Costs (a] 125.000,00) 45.833.00 258.333.00 £8.333,00) 457.493,00)
[Eligible| of which subcontracting 00 10| i) 0 0
costs [ indirect costs (k) 25.000,00f 9.167 .00 51.667,00) 11.667,00) 97.501,00)
Total eligible costs (a)+Hb)| 150.000,00) 55.000,00 310.000,00 70.000,00) 585.000,00/
[Requested EC contribution 150.000,00) 55.000,00) 310.000,00 70.000,00f 585.000,00)
2 IMARNET PTY[FC Direct Gosts (3] i 960,00) 1.600,00) 800,00} 3.360,00)
LTD Eligible| of which subcontracting il 00| 0| [i§ [i§
costs [indirect costs (b) Jult] 240,00 400 00} 200,00} 840,00
Total eligible costs (a)+Hb)| L] 1.200,00] 2.000,00) 1.000,00f 4.200,00)
|Requested EC contribution 00| 1.200,00) 2.000,00 1.000,00] 4.200,00]
3 [DANTE FC Direct Costs (a) i) 1.536,00) Jult 763,00] 2.307,00)
[Eligible| of which subcontracting 00 it it i i
[Fosts [indiect costs (b) s 462,00) Juls 231,00) 653,00)
Total eligible costs (a)+Hb)| fult) 2.000,00 fuls 1.000,00) 3.000,00]
[Requested EC cantribution s 2.000,00 Juls 1.000,00f 3.000,00]
4 |PSNC A Direct Costs (gl 41.667,00] 667,00 00 834,00 43.168,00)
[Eligible| of which subcontracting 00 10| i) 0 0
costs [ fndivect costs (k) 8.333.00) 133.00) 00 166,00) 8.632,00)
Total eligible costs (a)+(b)| 50.000,00f 800,00 00 1.000,00) 51.800,00)
|Requested EC contrbution 50.000,00| i500,00) o0l 1.000,00) 51.500,00)
5 |SURFnet FC Direct Gosts (3] Jult] 602 ,00] Jult 752,00 1.354,00)
Eligible| of which subcontracting il 00 i) [i§ [i§
costs [ingirect costs (k) 00] 198,00 00 243,00 446 ,00)
Totzl eligible costs (2)+{b) o0 800,00 00 1.000,00] 1.800,00
|Requested EC contribution 00| 800,00] 00| 1.000,00] 1.800,00]
6 ASTRON FC Direct Costs (3] 50.000,00f 897 .00) 2.069,00) 680,00) 53.656,00)
[Eligible| of which subcontracting it 0] 00| il i
costs [indiract costs (b) s 403,00) 231 00) 310,00 1.644,00)
Total eligible costs (a)+Hb)| 50.000,00f 1.300,00) 3.000,00) 1.000,00f 55.300,00f
[Requested EC cantribution 25.000,00] 1.300,00] 3.000,00) 1.000,00) 30.300,00)
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Contract Preparation Forms

ELROPEAN COMMISSION 13

Bth Framework Frogramme an
Research, Technological n

Development and Demonstration

Plesse use as many coples of form A3 3 as necessay for the number of padtners|

\ Proposal Mumber b26642 | Proposal Acronym |EXPRES |
ancial information - Reporting period 1 + first 6 months of period 2
Costs and EC contribution per type of activities Total
Partici|Organisation| Cost [ Estimated eligible costs and [ RTD activities (1) | Coordination/ | Specific service Consortium B)=(1)+2)+ Total
pant n° short model| requested EC contribution i ctiviti M @)+ receipts
hame used [ (Reporting period 1 + first6 activities {2) activities (4)
months of period 2)
13 |CORNELL  FC Direct Costs (a] 00| 1.667,00) 16.666,00 833,00 19.188,00)
[Eliible| of which subcontracting iR 00| i3 [i§ i
costs [indirect costs (b) 00] 333,00 3.334,00 167,00 3.834,00)
Total eligible costs (a)+b)| 00) 2.000,00 20.000,00) 1.000,00) 23.000,00)
|Requested EC contrbution 00| 2.000,00] 20.000,00 1.000,00] 23.000,00]
14 UMK A Direct Costs (3] i) 1.083,00) 4.167,00) 833,00 6.083,00]
[Eligible| of which subcontracting 00 it it i i
Fosts [indiect costs (b) s 217 00) 833 ,00] 167,00f 1.217,00f
Total eligible costs (a)+Hb)| fult) 1.300,00) 5.000,00) 1.000,00) 7.300,00]
[Requested EC contribution s 1.300,00) 5.000,00) 1.000,00f 7.300,00]

ELROPEAN COMMISSION

Bth Framework Frogramme an
Research, Technological
Development andl Demonstration

Flease use as many copies of form A3.3 as necessaly for the number of partners

[ Proposal Mumber 26642 | Proposal Acranym [EXFReE

Total
g Cost | Estimated eligible costs and Coordination/ | Spe Consortium @)=(1)+{2)+ Total
short model| requested EC contribution Networking activities (3) Management @ receipts
name used | (Reporting period 1 + first6 activities (2) activities (4)
months of period 2)

15 |00 AC Direct Costs (a] 16.667.,00) 1.083,00) 8.333.00 1.250,00) 27.333.00)
[Eligible| of which subcontracting 00 10| i) 0 0

costs [ fndirect costs (k) 3.333.00) 217,00) 1.667,00) 250,00 5.467 00)

Total eligible costs (a)+(b)| 20.000,00f 1.300,00) 10.000,00 1.500,00) 32.800,00)

|Requested EC contrbution 20.000,00| 1.300,00) 10.000,00) 1.500,00) 32.800,00)

16 |SHAO AC Direct Costs (3] 00) 1.667,00) 20.833,00 833,00 23.333,00)
[Eligible| of which subcontracting 00 10| i) 0 0

costs [ indirect costs (k) 00) 333.00) 4.167.00 167,00 4.687 .00

Total eligible costs (a)+(b)| 00 2.000,00 25.000,00) 1.000,00) 28.000,00/

|Requested EC contrbution 00| 2.000,00) 25.000,00) 1.000,00] 28.000,00)

17 |UDEC FC Direct Costs (3] 00) 1.452,00) 6.064,00 64500 10.161,00)
[Eliible| of which subcontracting iR 00| i3 [i§ i

costs [indirect costs (b) 00) 348,00) 1.936,00) 155,00 2.435,00)

Total eligible costs (a)+Hb)| 00) 1.800,00) 10.000,00 800,00 12.600,00)

|Requested EC contrbution 00| 1.500,00) 10.000,00 500,00} 12.600,00)

18 [UMIMAN AT Direct Costs (3] 50.000,00f 9.417 .00 37.500,00) BE7,00) 97.584,00)
Eligible| of which subcontracting iR 00| i3 [i§ i

costs [indirect costs (b) 10.000,00) 1.883,00) 7.500,00 133,00) 19.518,00)

Total eligible costs (a)+Hb)| 50.000,00f 11.300,00 45.000,00) 800,00 117.100,00)

[Requested EC contribution 60.000,00f 11.300,00) 45.000,00) 800,00 117.100,00)

19 BAMIRAC  AC Direct Gosts (3] Jult] 1.083,00] 8.333,00 BE7 00) 10.083,00)
Eligible| of which subcontracting iR 00| i3 [i§ i

costs [ingirect costs (k) 00] 217,00 1.667,00) 133,00 2.017,00)

Total eligible costs (a)+b)| 00) 1.300,00) 10.000,00 800,00 12.100,00)

|Requested EC contrbution 00| 1.300,00) 10.000,00 500,00} 12.100,00)

TOTAL Eligible costs 390.000,00] 91.300,00] 657.000,00 87.900,00] 1.226.200,00( ,lﬁ|

[Frequested EC contribution 365.000,00] 91.3uu.qu 87.900,000  1.201.200,00)
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6.3 13 management level description of resources and budget

There are 19 partners within EXPReS — in this section we describe the role of the other
partners and the resources they bring to the project.

JIVE is the coordinating partner and plays a large role in nearly all aspects of the EXPReS
project. JIVE is responsible for the overall management of the project (NA1) and together
with Jodrell Bank Observatory, the Outreach, Dissemination & Communication activity
(NA4). In addition, to the contribution requested by the commission, JIVE will also add
additional resources to NA1 & NA4 corresponding to at least 4 FTEs (Coordinator, part-
financing of: EXPReS Programme Manager & 2 administrative assistants — NA1 & NA4).
JIVE also brings significant resources to SA1 — in particular the project will be led by Dr.
Arpad Szomoru. Dr. Zomoru has played a major role in realising a limited real-time capability
for the correlator at JIVE and has also been involved in developing new ways of improving
remote control of telescope networking devices and the study of ways in which to improve
networking performance. The EC contribution will fund 3 new positions (Software engineer,
Network engineer and Support Scientist) but JIVE staff will be heavily involved in the
project, matching at the level of at least 33% (~ 3 FTEs). JIVE is an active participant in NA2,
NA3 and SA2. Like the other partners, the travel associated with these activities is partially
funded via the institute’s own resources. JIVE leads JRA1 (FABRIC) and matches the EC
contribution at the one to one level. The leader of JRAI, Huib Jan van Langevelde has
significant experience in organising distributed software projects such as FABRIC. The data
processor at JIVE is an essential resource required by the EXPReS project. This will provide
e-VLBI data to astronomers and will also be an important element in testing new telescope
network connections. The use of the data processor for EXPReS is supported in financial
terms by JIVE and the JIVE funding partners.

Jodrell Bank Observatory (UniMan) is also a major player in EXPReS, playing a key role
within NA4, SA1, JRAL. They also bring experienced and skilled personnel to EXPReS that
are not funded by EXPReS (e.g. within SA1 and JRA1). Establishing a link between the FP6
RadioNet I3 and FP6 EXPReS I3 (in terms of Public Outreach, Dissemination &
Communication, NA4), should bolster the impact of both activities. JBO brings the e-
MERLIN telescope network and the 76-m Lovell telescope to the EXPReS project — these
will greatly expand the scientific capabilities of the e-VLBI network. Key personnel include
Drs. R. Spencer & S.T. Garrington.

CNIG-IGN provides the leader of SA2 (Dr. F. Colomer). He will have a major role to play in
organising the expanded participation of telescopes within the EXPReS e-VLBI network. This
man-power is supported by the IGN. The IGN also provides the new 40-m radio telescope.
Built at a cost of 20 Meuro the telescope will be an important addition to the EXPReS e-VLBI
network, especially at high frequencies. Key personnel involved include Dr. F. Colomer.

MPIfR is an active partner within JRA1 bringing considerable expertise to that activity. In
addition, it pasrticipates in SA2, aiming to connect the giant 100-m Effelsberg radio telescope
to the EXPReS e-VLBI network. This telescope is the most sensitive telescope in the world
and it is essential that it is connected to JIVE in order for the e-VLBI network to realise its
full potential. Key personnel involved include Dr. Walter Alef.

MRO participates in JRA1. The Finnish group have a long tradition of engineering excellence
in VLBI. They recently designed and developed a disk based recording system (PC-EVN) that
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is in use in various places around the world. They also bring considerable expertise in the
areas of computing (both hardware and software) and networking. In addition, MRO expects
to connect the radio telescope at Metsahovi to JIVE and the e-VLBI EXPReS network. Key
personnel involved include the engineers Mr. A. Mujunen and Mr. J. Ritakari.

PSNC brings a wealth of high-performance computing and networking expertise to EXPReS.
This is particularly important for JRA1 and the ambitions to use distributed computing to
process e-VLBI data.

OSO plays a key role in NA3 via the eVSAG chairman — Dr. J. Conway (senior scientists and
lecturer at OSO). In addition, Onsala also brings the 20 and 25-m telescopes to EXPReS and
plays a role in high-speed networking within JRAT.

ASTRON plays a key role in JRA1 — in particular the resources and expertise associated with
the LOFAR project will also filter into the EXPReS project. ASTRON also provides the
WSRT radio telescope — a 90-m equivalent telescope that boosts the sensitivity of the
EXPReS e-VLBI network. Key personnel are Dr. M. de Vos and Dr. W. Baan.

SURFnet, DANTE, AARNET — these networking partners will ensure that the EXPReS
project is well served in terms of our ability to capitalise on the most recent developments in
national, European and Global networking. The use of switched light paths in EXPReS may
be essential in order to realise the very hightest data rates. These partners will be especially
active in NA2 and SA2.

Other partners: INAF, NAIC, HRAO, VIRAC, ShAO, TIGO, NCU, CSIRO are major
facilities in their own right — the connection of the associated radio telescopes will greatly
enhance the scientific capabilities of the e-VLBI network. These partners are mostly active in
SA2 — aiming to link to JIVE at data rates of up to 1 Gbps. The bulk of the connectivity costs
(and associated man-power in testing etc) is borne by the institutes themselves. Key
personnel are Drs. F. Mantovani, C. Salter, J, Jonas, T. Tzimious and Profs. Hong & Kus.

7. Ethical issues

There are no ethical issues associated with the EXPReS 13 project.

8. Other issues

EC contribution to telescope network connections

For clarity it should be noted that the total contribution of the EC with respect to high-speed
network provisioning for the telescopes included within the EXPReS project, amounts to a
relatively small fraction of the expected total costs (the EC contribution is expected to be ~
10%). The aim is to ensure that in case of each individual telescope, the remaining costs are
covered either by the institute (or its parent body), local community and regional funding,
national funding or some combination of all of these possibilities. The total cost of network
provisioning is ~ 8 Million Euro. It is hoped that the EC’s contribution of 800 kEuro will act

as a catalyst in releasing funds from the various other sources of support.

Complimentarity with other projects funded under FP6
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Some FP6 IST Research Infrastructure projects are complementary to EXPReS e.g. GN2 was
funded under the first FP6 Call and is the network component that is absolutely essential to
the success of the EXPReS project (see also section 3.3 of this document). Other
complimentary projects include RadioNet, an FP6 13 that is also funded by the Research
Infrastructures programme. The aims of RadioNet are to organise the radio astronomy
community in Europe, and to produce a focused, coherent and integrated project that will
significantly enhance the quality and quantity of science performed by European astronomers
using existing facilities. Most of the radio astronomy institutes that participate in EXPReS are
also partners within RadioNet, and the networking partners are part of GN2 and several other
FP6 projects. There is no overlap between the milestones and deliverables associated with
EXPReS and those of RadioNet. EXPReS brings a new and largely experimental technique to
users, an e-VLBI service that will hopefully emerge as a reliable and robust astronomical tool
during the term of the EXPReS contract. At the conclusion of the EXPReS project, it is
thought that the e-VLBI network may be mature enough to be included in the list of
operational astronomical facilities in Europe that will be adopted by RadioNet under the next
FP7 programme. It is not unlikely that a fully-fledged e-VLBI facility might benefit from
transnational access in FP7, for example. Currently the EXPReS and RadioNet activities are
separate and there is little overlap between them — this is particularly true for SA1, SA2 and
JRA1. The networking activities NA3 and NA4 complement the networking activities of
RadioNet, in particular one aim is to ensure that the EXPReS Outreach Office & RadioNet
Outreach Office cooperate with each other and EXPReS benefits from the considerable level
of RadioNet expertise in this area. Many of the EXPReS radio astronomy partners are also
involved in the Square Kilometre Array Design Study (SKADS) currently in the final stages
of contract negotiations. The SKA is a 1 Billion Euro project, a next generation radio
telescope that is expected to be built in the first half of the next decade and become
operational in the second. It will be a distributed telescope similar in scale to the European
VLBI Network and may also include SKA stations located across the globe. The data rates
associated with the SKA are phenomenal and it is hoped that the experience European
scientists and engineers have in realising the EXPReS e-VLBI network will also advance the
SKA — especially in the possible use of public rather than provate networks.

Appendix A - Consortium description

A.1 Participants and Consortium

Joint Institute for Very Long Baseline Interferometry in Europe (JIVE)

JIVE was created by the European Consortium for VLBI and is a member of the European
VLBI Network (EVN). Its primary task is to operate the EVN MkIV VLBI Data Processor
(correlator). JIVE also provides a high-level of support to astronomers and the Telescope
Network. JIVE 1is hosted by ASTRON (the Netherlands Foundation for Research in
Astronomy) in Dwingeloo, The Netherlands. JIVE is funded by the national research councils
and national facilities including: Netherlands Organisation for Scientific Research (NWO),
Particle Physics and Astronomy Research Council (PPARC), Italian National Institute of
Astrophysics (INAF), Onsala Space Observatory (OSO), National Geographical Institute
(IGN), Max Planck Institute for Radio Astronomy (MPIfR), Netherlands Foundation for
Research in Astronomy (ASTRON). JIVE’s mission is to (i) maintain and develop the EVN
data processor at JIVE, (ii) support astronomers and the network of radio telescopes in
Europe, (iii) develop new technology for VLBI (both hardware and software), (iv) advance
VLBI observing techniques and apllications; (v) conduct cutting edge astronomy using VLBI
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and other astronomical facilities. JIVE staff are also active in supervising both PhD students
at Universities and local postdocs.

JIVE provides three key personnel to the EXPReS project. These include:

Dr. ML.A. Garrett (EXPReS Coordinator)

Dr. Michael A. Garrett is Director of the Joint Institute for VLBI in Europe (JIVE). He was
born in August 1964 and raised in the small town of Saltcoats, located on the southwest coast
of Scotland. He was educated locally at the schools of St. Mary’s and St. Andrew’s Academy.
In 1982 he registered as a student at the University of Glasgow, graduating in 1986 with a 1%
class Hons. Degree in Astronomy & Physics. He was awarded the “J.J. Thompson™ prize in
Physics in his final year of study. In October 1986 he started his PhD studies at the University
of Manchester, Jodrell Bank, UK under the supervision of Dr. Dennis Walsh. In May 1990 he
completed his PhD thesis, entitled: “A Study of the Gravitational Lens System, 0957+561”
and was appointed as a Research Associate at the Max-Planck Institute for Radio Astronomy
in Bonn. At the end of the year he returned to Jodrell Bank serving in several different
positions over the next 5 years, including temporary lecturer at the University of Manchester.
In April 1996 he joined JIVE in the Netherlands, and served as head of the EVN Support
Group between 1999-2002. He has also served as chairman of the EVN Technical &
Operations Group (2000-2002) and coordinated various EC funded projects. In May 2003 he
was appointed Director of JIVE.

Dr. Garrett’s main scientific interest is the development of Very Long Baseline Interferometry
(VLBI) as a sensitive, real-time and wide-field astronomical instrument. His personal research
is focused on very deep, radio observations of the first luminous objects in the early Universe,
studying the relation between the faint radio, sub-mm & infra-red emission associated with
these newly forming galaxies. In addition to the global properties of such distant galaxies, he
is also interested in using high resolution radio telescope arrays to reveal details of the
vigorous star formation processes that often dominate these systems. Dr Garrett is also
involved in radio observations of many other diverse astrophysical phenomena, including: X-
ray binary systems, Giant Flares in Magnetars, Supernovae & Supernova remnants, Gamma
Ray Bursts, Gravitational lenses & Active Galactic Nuclei. He serves on a number of
scientific advisory committees (including the International Square Kilometre Array Science
Advisory Group), has co-edited several conference proceedings and authored over 100
research papers that have appeared in a wide variety of Scientific journals.

Dr. Arpad Szomoru (Leader of SA1)

Dr. Arpad Szomoru has been at the forefront of developing the e-VLBI technique in Europe.
An experienced astronomer, Dr. Szomoru is also a gifted software engineer and the success of
various e-VLBI tests made over the last few years has hinged on his ability to modify
elements of the EVN correlator in order that it can process (within various limitations) real-
time e-VLBI data. He has also been one of several people interested in understanding the
various bottlenecks that have so far limited sustained e-VLBI observations to data rates of few
tens of Mbytes per second. He will be one of the key personnel in ensuring the success of the
EXPReS project. Dr Szomoru’s CV follows:

Name: Arpad Szomoru, e-mail: szomoru@jive.nl , Date of birth: 21 July 1953

WORKING EXPERIENCE, EDUCATION
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-1973: Gymnasium B (high school); 1984-1989: Study of Astronomy with secondary subject
Computer Science, degree January 1989, Univ. of Groningen.; 1989-1994: Ph.D. Research
titled “Void Galaxies”, advisors Prof. Dr. J. van Gorkom and Prof. Dr. R. Sancisi. Graduated
December 2 1994.

1995: Administrative staff member, Univ. of Groningen. Responsible, among others, for
assembling and editing the report for the VSNU (Vereniging van Samenwerkende
Nederlandse Universiteiten) visitation committee: “Quality Assessment of Research”, which
was used for the assesment of research and education at the Kapteyn Institute.

1995-1999: UCO/Lick Observatory, UCSC - Postdoctoral Research Fellow. Research into the
properties of interstellar dust particles in “cirrus’clouds, sponsored by the NASA Long-Term
Space Astrophysics Research Program.

1999-2000: Programme/System analyst, Logica B.V. Groningen.

2000-now: Senior Software Scientist at JIVE, responsible for maintenance and development
of correlator control code, heavily involved in deployment and adaptation of disk-based
playback systems at JIVE and development of eVLBI.

PUBLICATIONS IN REFEREED JOURNALS

Weinberg, D.H., Szomoru, A. Guhathakurta, P. and van Gorkom, J.H. 1991, On the
distribution of HI dwarf galaxies, Astrophysical Journal Letters, 372, L13

Szomoru, A., van Gorkom, J.H., Gregg, M. and de Jong, R.S. 1993, The first HI discovered
galaxy in the Bodtes void, Astronomical Journal 105, 464

Szomoru, A. Guhathakurta, P., van Gorkom, J.H., Knapen, J.H., Weinberg, D. and Fruchter,
A., 1994, Properties of an HI selected galaxy sample, Astronomical Journal, 108(2), 491
Szomoru, A., van Gorkom, J.H., Gregg, M., 1996, An HI survey of the Bootes void. |. The
data, Astronomical Journal, 111, 2141

Szomoru, A., van Gorkom, J.H., Gregg, M. and Strauss, M.,1996, An HI survey of the Bottes
void. Il. The analysis, Astronomical Journal, 111, 2150

Bravo-Alfaro, H., Szomoru, A., Cayatte, V., Balkowski, C. and Sancisi, R., 1997, The HI
distribution of spiral galaxies in the cluster A262, Astronomy and Astrophysics Supplement
Series, 126, 537

Szomoru, A. and Guhathakurta, P., 1998, Optical spectroscopy of Galactic cirrus clouds:
extended red emission in the diffuse interstellar medium, Astrophysical Journal Letters, 494,
L93

Filippenko, A.V., Matheson, T., Guhathakurta, P. and Szomoru, A., 1999, Possible Supernova
in NGC3198, IAU Circ., 7150, 2

Szomoru, A. and Guhathakurta, P., 1999, Extinction curves, distances, and clumpiness of
diffuse interstellar dust clouds, Astronomical Journal, 117, 2226

Schilizzi, R.T. et al.,, 2001, The EVN-MarklV VLBI Data Processor, Experimental
Astronomy, v. 12, Issue 1

Dr. Huib Jan van Langevelde is a senior member of JIVE staff and leader of JRA1 within
EXPReS. His CV follows:

Huib Jan van Langevelde. PhD, Leiden University, 1992; post-doc, Sterrewacht Leiden,
1992-1993; JIVE Support scientist, NRAO Socorro New Mexico, USA, 1994-1997; Head
science operations and software development, JIVE Dwingeloo, 1998 — current. Huib played
a leading role in the design and development of the EVN correlator at JIVE. Supervised 2
PhD students and 6 master students and was involved in 3 more PhD projects. Managed
various international astronomy software projects (including ALBUS), member of the NOVA
education committee.
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Recent publications include:

Vlemmings W.H.T., van Langevelde H.J., P.J. Diamond P.J. "The magnetic field around late-
type stars revealed by the circumstellar H,O masers', 2005 accepted for A&A, astro-
ph/0501628

van Langevelde H.J., Garrett M.A., Parsley S., Szomoru A., Verkouter H., Olnon F.M.,
Reynolds C., Biggs A., Kramer B., Pogrebenko S., "eEVN: a Pan-European radio telescope”,
2004 submitted for the proceedings of SPIE 2004

Phillips C., van Langevelde H.J., "The extended Methanol Maser Emission in W51", 2003
submitted to appear in the PASP conference proceedings of the VLBA 10th Anniversary
Meeting, astro-ph/0401562

Van Langevelde H.J., Vlemmings W., Diamond P.J., Baudry A., Beasley A.J., "VLBI
astrometry of the stellar image of U Herculis, amplified by the 1667 MHz OH maser"”, 2000,
A&A 357 945-950.

Other JIVE personnel involved in EXPReS include: Drs. Cormac Reynolds, Friso Olnon, S.
Pogrebenko. In addition several University PhD students joint funded by JIVE and the
Kapteyn Institute (U of Groningen) will also be involved in EXPReS including Julianne
Sansa Otim.

Dr. Friso M. Olnon

Born: August 9, 1945 in Amsterdam.

Studied Astronomy at the Universities of Amsterdam and Leiden.

Ph.D. in Astronomy in January 1977.

1977-1979: worked at the Max-Planck-Institut fiir Radioastronomie in Bonn on large surveys
in molecular lines with various radio telescopes.

1979: University of Leiden as a member of the Project Science Team for the IRAS satellite,
responsible for the spectrometer software and the operational planning of the galactic research
program.

After the IRAS mission, November 1984: started work in Dwingeloo to work on ASTRON's
reduction package for the WSRT data and from 1992 on its successor AIPS++.

April 1998-present: Joint Institute for VLBI in Europe, primary responsable for the correlator
control software.

Dr. Sergei Pogrebenko

1973 - Master degree in electronics, Moscow University for Physics and Technics,

Moscow, USSR; 1985 - PhD in Radio Astronomy, Space Research Institute of the Academy
of Sciences of the USSR, Moscow, USSR

Working history: 1973-1976 Development engineer, Special Astrophysical Observatory of the
Academy of Sciences of the USSR, Zelenchukskaja, USSR; 1976-1988 Research Scientist,
Space Research Institute of the Academy of Sciences of the USSR, Moscow, USSR; 1988-
1993 Senior Scientist, Institute of Applied Astronomy of the Academy of Sciences of the
USSR, St.Petresburg, USSR; 1993-present: Senior development engineer, Joint Institute for
VLBI in Europe.

Major publications:

"Processing System for Space VLBI", N.Kardashev, G.Tsarevski, S. Pogrebenko, L. Gurvits,
M. Popov, Proc. QUASAT Workshop, Austria, ESA SP-213, p. 123, 1984

“Measurements of the Dynamics of Air Mass Motion in the Venus Atmosphere with Balloon
Probes - VEGA Project”, Sagdeev, R.Z.; Kerzhanovich, V.V.; Kogan, L.R.; Kostenko, V.I.;
Linkin, V.M.; Matveenko, L. I.; Nazirov, R. R.; Pogrebenko, S. V.; Strukov, 1. A.; Preston,
R.; Purcell, G. H., Jr.; Hildebrand, C.; Blamont, J.; Boloh, L.; Laurans, G.; Spencer, R. E.;
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Golt, J.; Grishmanovskii, V. A.; Kozlov, A. N.; Molotov, E. P.; Yatskiv, Y. S.; Martirosyan,
R. M.; Moiseev, I. G.; Rogers, A. E. E.; Biraud, F.; Boichaut, A.; Kaufmann, P.; Mezger, P.;
Schwarz, R.; Ronang, B. O.; Nicolson, G. 1990SvAL, 16, 357S

"First evidence of planetary water maser emission induced by the comet/Jupiter catastrophic
impact", C. Cosmovici, S. Montebugnoli, A. Orfei, S. Pogrebenko, P. Colom, Planet. Space.
Sci. Vol. 44 N.8, 735-739, 1996

“The EVN-MarkIlV VLBI Data Processor”, R.T. Schilizzi, W.Aldrich, B.Anderson, A.Bos,
R.M.Campbell, J.canaris, R.Cappallo, J.L.Casse, A.Cattani, J.Goodman, H.J. van Langevelde,
A.Maccaffferri, R.Millenaar, R.G.Noble, F.Olnon, S.M.Parsley, C.Phillips, S.V.Pogrebenko,
D.Smythe, A.Szomoru, H.Verkouter and A.R.Whitney, Experimental Astronomy, 12: 49-67,
2001.

“VLBI Tracking of the Huygens Probe in the Atmosphere of Titan”,

S. V. Pogrebenko, L. I. Gurvits, R. M. Campbell, I. M. Avruch,

J.-P. Lebreton, C. G. M. van't Klooster, Proc. Int. workshop "Planetary Probe Atmospheric
Entry and Descent Trajectory Analysis and Science", Lisbon, Portugal, 5-9 October 2003
(ESA SP-544, February 2004).

AARNET

AARNet Pty Ltd (APL) is the company that operates Australia's Academic and Research
Network (AARNet). It is a not-for-profit company limited by shares. The shareholders are 38
Australian universities and the Commonwealth Scientific and Industrial Research
Organisation (CSIRO).

AARNet provides high-capacity leading-edge Internet services for the tertiary education and
research sector communities and their research partners. AARNet serves over one million end
users who access the network through local area networks at member institutions.

AARNet is currently building its next generation Network (AARNet3), based on lighting up
fibre infrastructure spanning Australia from Perth to Brisbane and connecting members and
instruments (including radio-telescopes) to 10Gbps circuit paths on major trunk routes. The
national infrastructure is complemented by dual 10Gbps circuits from Australia, through
Hawaii to Seattle, Palo Alto and Los Angeles on the US west coast. Arrangements are
currently being finalised for capacity going west from Perth to Singapore and Europe as well
as north to Hong Kong, Korea, China, and Japan.

AARNet has been effective in making representations to government on policy, legislation,
strategy and programs to improve the telecommunications facilities and services available not
only to the education and research sector but also to the whole Australian community.

Mr. George McLaughlin

George McLaughlin is the Director of International Developments for AARNet. He joined
AARNet in 1995 initially overseeing the sale of AARNet’s commercial customer base to
Telstra. He guided the establishment of AARNet Pty Ltd as a separate legal entity responsible
for managing and developing the AARNet network; and has been the driver for positioning
AARNet as one of the world’s leading research and education network organisations.

George has been instrumental in establishing international connectivity from Australia to the
global R&E networks. From a “right to use” (IRU) a 155Mbps circuit between Australia,
Hawaii and the US West coast in 2001, to the current dual 10Gbps circuits (SX TransPORT —
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Trans-Pacific Optical Research Testbed). He serves on various national and international
committees associated with telecommunications and advanced networking.

George is a graduate of the Royal Institute of Chemistry. He has worked in the chemical,
pharmaceutical, engineering, precious metal and information technology industries, has
authored more than 50 research papers, and has been elected as a Fellow of the Royal Society
of Chemistry. He is one of the Vice-Chairs of APAN, the Asia Pacific Advanced Network
consortium.

DANTE (Europe)

DANTE is a non-profit organisation that plans, builds and manages dedicated, high-
bandwidth data communications networks to serve the international connectivity needs of the
European National Research and Education Networks (NRENs). Since its inception in 1993,
DANTE (Delivery of Advanced Network Technology to Europe) has designed and
implemented a series of increasingly powerful pan-European research networks, the latest of
which, GEANT, has placed Europe as a global leader in the research connectivity race.
Owned by the European NRENs and working in cooperation with the European Union,
DANTE has been fundamental to the success of pan-European research networking over the
last 12 years.

DANTE is involved in activities that serve the international data communications needs of the
European research and education community. To this end, DANTE manages a number of
projects designed to enhance research connectivity, both within Europe and with other parts
of the world. Current projects managed by DANTE include:

GEANT: The world’s most advanced and reliable research and education network connects
over 3 million users in more that 3500 institutions across Europe. It provides international
connections to North America, Latin America and Japan.
GEANT?2: The successor network to GEANT provides cutting-edge technologies, improved
services, and extends the geographical reach of GEANT.

ALICE: Has created the RedCLARA research network for Latin America. It also provides a
direct link to GEANT in Europe.

EUMEDCONNECT: Has created a regional research network for the Mediterranean and
North Africa and a direct connection to GEANT from the Mediterranean region.

TEIN2: Creating the first regional R+E network for South East Asia, with direct connections
to GEANT in Europe.

DANTE’s work with European NRENSs has been a fundamental to realising the EU’s vision
of a European Research Area. The organisation exists to ensure that those working in research
and education in Europe have state-of-the-art network communications tools. This allows
them to collaborate in pioneering research, producing groundbreaking results for the benefit
of the European community. As well as planning and building research networks, DANTE is
committed to a comprehensive programme of research. This will benefit the research
networking community as well as the commercial marketplace. Much of today’s consumer
communications technology was developed via Research Networks. DANTE is developing
new technologies and improving the service provided to network users. Current research
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topics include: developing network monitoring tools, providing roaming and mobility
services, challenging network security threats, developing tools to allocate Bandwidth-on-
demand, building a test-bed for testing new technologies.

DANTE was established in 1993 in Cambridge, UK with a mission to plan, build and operate
the pan-European networking backbone for Europe’s NRENs and research and educational
facilities. Its location in Cambridge was chosen as a result of an international competition.
Although DANTE is based in the UK, it is a truly European company, with a global outlook.
It is owned by 15 of Europe's National Research and Education Networks and its work is
organised into projects that receive co-funding from the European Union. Our working
partners include NRENs from across all world regions. DANTE has also had a conscious
policy of recruiting from across the globe throughout its ten-year history.

The main contact person for EXPReS at DANTE is Dr. John Chevers. Dr Chevers is
chairman of the EVN-NREN group (NA2). His CV follows:

Dr. John Chevers (eVSAG chairman)

John Chevers is Project Manager at DANTE for User Support. He Joined DANTE in August
2004. His BSc in Physics was followed by an MSc in Optoelectronics at London University,
before moving to Glasgow. He completed his PhD at the University of Strathclyde in 2000,
and subsequently worked for four years as a scientist and project coordinator at Marconi
Optical Components and Bookham Technology, developing optoelectronic modules for the
telecoms industry.

Other key personnel involved in the EXPReS project at DANTE include: Michael Enrico,
Maarten Buchli, Toby Rodwell, Dai Davies.

POZNAN SUPERCOMPUTING AND NETWORKING CENTER

PSNC is affiliated to the Institute of Bioorganic Chemistry of the Polish Academy of Sciences
(Instytut Chemii Bioorganicznej PAN) and is responsible for the development and
management of PIONIER, the national research network in Poland — which is connected to
the GEANT2 network with the speed of 10Gbit/s. The PIONIER itself is an advanced optical
network based on its own fibers, own DWDM transmission equipment and own 10 Gigabit
Ethernet communication channels. What makes PIONIER different from other fiber-based
networks is the fact that the fiber was built by the research and for research. Currently
PIONIER has over 3200km of its own fiber cable lines (with an average of 16 to 24 fibers in
each relation) and also available fiber pipes for future fiber generations. Today PIONIER
connects 21 MANSs (city networks) in Poland, 18 of them connected directly by fiber with 10
Gigabit Ethernet channel, including also the city network in Poznan — POZMAN, operated by
PSNC.

Another activity of PSNC is to deliver computational, visualization and storage infrastructure
for research and development purposes. Nowadays the HPC infrastructure includes larger
SMP machines (both scalar and vector architectures) and 64-bit clusters with a peak
performance of 3+ TFlops. The storage infrastructure is connected with the SAN network,
equipped with disk arrays and tape systems of 80 TB capacity.

The main research areas covered by PSNC concern grid activity (resource management,
security, accounting and user account management, workflows), supporting users’ mobility,
networking, management and accessing remote facilities, especially labour equipments.
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Therefore we have been participating in several national and international R&D projects, e.g.:
GridLab (IST-2001-32133), CrossGrid (IST-2001-32243), GridStart (IST-2001-34808),
EGEE, CoreGRID, HPC Europa, GridCord, InteliGrid, PROGRESS (in co-operation with
SUN Microsystems), Virtual Laboratory, SGlgrid — “High Performance Computing and
Visualisation with the SGI Grid for Virtual Laboratory Applications” (in co-operation with
Silicon Graphics), Clusterix — “National Cluster of Linux Systems”, connecting 12
universities and HPC centres in Poland. The history of PSNC participation in network-related
IST projects includes:

e ATRIUM - (IST-1999-20675) - participant [http://www.alcatel.be/atrium]
SEQUIN (IST-1999-20841)- participant [http://www.dante.net/sequin/]
6-NET - (IST-2000-32603) - participant [http://www.6net.org]
MUPBED (511780) — participant [http://www.ist-mupbed.org]
GN2 (511082) — participant [http://www.GEANT2.net].
We have substantial knowledge and expertise in leading projects on the national and
international level, like GridLab (the IST project coordinated by PSNC), PROGRESS (a
national project with 5 partners), PortaOptica (in the final negotiation phase), KMD —
National Data Storage (with 10 partners).
Another example worth mentioning and closely connected to the RING project proposal is the
Virtual Laboratory (VLab), a national based project (http://vlab.psnc.pl) which has been
developed in PSNC. The VLab is a framework architecture aiming to provide remote access
to various kinds of unique and therefore expensive scientific laboratory equipments. The main
goal of the VLab was to embed remote facilities in grid environments, closely supporting the
experimental processes with the computing and visualization infrastructure. Another purpose
concerned the concept of Dynamic Measurement Scenarios (DMS). DMS allows defining the
measurement workflow in a way which is convenient for the user: from pre-processing,
through executing the experiment, to the post-processing and visualization tasks. The Virtual
Laboratory is not only a set of mechanisms to submit, monitor and execute jobs. It is also a
possibility to give access to the resources of the digital library, communication, and e-
Learning systems. The VLab project introduced two different instruments: NMR spectroscope
and radio telescope.

Dr. Norbert Meyer

Dr. Norbert Meyer received the M.Sc. degree in Computer Science from the Poznan
University of Technology in 1993, and the Ph.D. degree at the same university. Currently he
is Head of the Supercomputing Department in Poznan Supercomputing and Networking
Center (http://www.man.poznan.pl). His research interests concern resource management in
the GRID environment, GRID accounting (Global Grid Forum), data management,
technology of development graphical user interfaces and network security, mainly in the
aspects of connecting independent, geographically distant Grid domains. Norbert Meyer
conceived the idea of connecting Polish supercomputing centres, the vision of dedicated
application servers and distributed storage infrastructure. Norbert Meyer is co-author of the
CERT POL-34 organization (http://cert.pol34.pl). He is the workpackage leader and member
of the Steering Group of the CrossGrid project (IST-2001-32243). He participated in several
national projects concerning the HPC technology, e.g. being co-author of the projects entitled
“Creating an access environment for computational services performed by cluster of SUNs”
(co-founded by the State Committee for Scientific Research and SUN Microsystems) as well
as “VLAB — High Performance Computing and Visualisation for Virtual Laboratory
Applications”.

Norbert Meyer is co-author of many project proposals, e.g. industry Grid solutions, eRegion
(Technology Exchange and Information Services for Cross Border Regional Co-operation),
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Clusterix - National CLUSTER of LInuX Systems project. An example of a production Grid
is a project proposal done in co-operation with IBM, which concerns the deployment of utility
computing in Poland. Norbert Meyer was leading an international project of GUI
development for mobile network analysers, done in co-operation with Tektronix (at Poznan
University of Technology). He is also author and co-author of several reports and papers
(50+) in conference proceedings.

Marcin Lawenda graduated from the Poznan University of Technology and received his
M.Sc. in Computer Science (Parallel and Distributed Computation) in 2000. He currently
works for Poznan Supercomputing and Networking Center on the project manager position in
the Virtual Laboratory project. He is also a Ph. D. candidate in the Computer Science
Department of Poznan University of Technology. ML is the workpackage leader of a national
project grid technology oriented and research grant of the Ministry of Scientific Research and
Information Technology (http://vlab.psnc.pl/gen_info.html). His research interests include
parallel and distributed environments, scheduling and Grid technologies. He is also author and
co-author of several reports and papers (20+) in conference proceedings and journals,
working in PSNC for 7 years. He has been a member of the Polish Information Processing
Society since 2000.

Marcin Okon graduated from the Poznan University of Technology and received the M.Sc. in
Computer Science in 2002. His research interests include software engineering, distributed
systems design and implementation, scheduling, database modelling. Since December 2002
he has been participating in the Virtual Laboratory project.

Dominik Stoklosa currently works for Poznan Supercomputing and Networking Center on
the Virtual Laboratory Project (http://vlab.psnc.pl). His research interests include the
Software Engineering area, distributed environment computing, task scheduling and new Java
related technologies. He is also interested in design patterns and refactoring.

Marcin Garstka received an M.Sc. degree in Computer Science from the Poznan University
of Technology in 1997. He is the Deputy Manager of Network Division at the Poznan
Supercomputing and Networking Center. He takes an active part in the development and
maintenance of the PIONIER network. His research interests concern computer networks,
routing and management.

SURFNET

SURFnet is the national research and education network in the Netherlands SURFnet is set up
to develop and operate an advanced data communications infrastructure for the Dutch
Research and Higher Education community. SURFnet is a not-for-profit company and is
100% user owned. Today SURFnet connects some 150 institutions in higher education and
research in The Netherlands. Approximately 750,000 staff and students of universities,
polytechnics, public and commercial research institutes, scientific libraries and academic
hospitals use the network on a daily basis.

SURFnet continually strives to push the edge by translating results in network research and

developments in network technology into new infrastructure services for its user community.
Within the government sponsored GigaPort Next Generation Network project SURFnet is
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currently building SURFnet6 as a hybrid optical and packet switching infrastructure. The
architecture of SURFnet6 is a paradigm shift with previous SURFnet network generations.

SURFnet6 will be realised in partnership with Nortel Networks, Avici Systems and Telindus
as a truly hybrid optical and packet switching infrastructure covering the whole of the
Netherlands. The basis of SURFnet6 is an agile all optical DWDM network based on
SURFnet owned dark fiber reaching out to the premises of the customers. In addition to being
the carrier for the SURFnet IP services, the SURFnet6 optical infrastructure will offer the
connected organisation direct point to point light paths connections. Via NetherLight, a
SURFnet build and operated open light path exchange in Amsterdam, SURFnet6 will be
connected to other networks across the globe. The new SURFnet6 network will be fully
operational as of the end of 2005.

Kees Neggers is Managing Director of SURFnet bv. He was involved as an initiator and
Board member in several International network related organizations such as RARE,
TERENA, Ebone, Internet Society and RIPE NCC. Currently he is active in the set up of
GLIF, the Global Lambda Integrated Facility. Present positions held in Internet related
international activities include: Chairman of the RIPE NCC Executive Board; European Co-
Chair of the CCIRN; Chairperson of the Global Lambda Integrated Facility (GLIF); Member
of the Board of the IEEAF.

Erik-Jan Bos graduated from Delft University of Technology in 1987 as an Electrical
Engineer. Right after his graduation he joined "SURFnet Operations" on a part-time basis.
Since 1989 Erik-Jan has been working for SURFnet on a full-time basis, in the department of
Network Services. This department is responsible for the development and operations of
SURFnet’s network. As of September 2000 Erik-Jan is head of SURFnet Network Services.

In 2000, Erik-Jan was one of the founders of NetherLight in Amsterdam, the advanced open
optical exchange infrastructure and proving ground for network services optimized for high-
performance applications. NetherLight currently is one of the main hubs in the Global
Lambda Integrated Facility.

Currently, in the GigaPort Next Generation project, Erik-Jan is the project leader for
Networks for Research and for Research on Networks. In Networks for Research, SURFnet is
currently building SURFnet6, the country-wide hybrid optical and packet switching
infrastructure enabling both IP services and light path services on the powerful and flexible
optical infrastructure. Research on Networks supports the further development of SURFnet6.
Erik-Jan also heads the GLIF-TEC group that brings together the global community of light
path providers and users and is an active member of the Internet Engineering Task Force
(IETF), the Internet Engineering and Planning Group (IEPG), and Réseaux IP Européens
(RIPE), as far as lower layer Internet technology is concerned.

ASTRON

ASTRON’s goal is to enable discovery in astronomy. It aims to provide front-line observing
capabilities for Dutch and international astronomers across a broad range of frequencies and
techniques. ASTRON expects this strategy regularly to result in astronomical discoveries that
significantly affect our understanding of the content, the structure and the evolution of the
Universe. The programme to implement this strategy has two principal elements:

(1) the operation of front line observing facilities, including especially the Westerbork Radio
Observatory and (ii) a strong technology development program, encompassing both

026642 EXPReS— Annex |, ver. 2.0 — Approved by EC on 20 Dec 2007

173



innovative instrumentation for existing telescopes and the new technologies needed for future
facilities. In addition, ASTRON is active in the international science policy arena. Wherever
appropriate ASTRON enters into cooperative arrangements with international organizations
to help achieve these goals.

Astronomy is an observational science, relying on remote sensing of the distant Universe to
advance understanding of its content and evolution. ASTRON operates The Westerbork
Radio Observatory, one of the largest radio telescopes in the world. The WSRT and LOFAR
in the near futur- are dedicated to explore the universe at radio frequencies, from GHz down
to very low frequencies. In addition to its use as a stand-alone radio telescope, the Westerbork
array participates in the European Very Long Baseline Interferometry Network (EVN) of
radio telescopes. ASTRON is the host institute for the Joint Institute for VLBI JIVE in
Europe. Its primary task is to operate the EVN MkIV VLBI Data Processor (correlator). JIVE
also provides a high-level of support to astronomers and the Telescope Network. Together
with the UK, ASTRON operates optical telescopes in La Palma (ES) and the JCMT in
Hawaii, USA.ASTRON has contributed to the construction of different instruments for the
European Southern Observatory, Very Large Telescopes, four 8-m telescopes located in the
Atacama desert in Chile.

To these ends, ASTRON’s headquarters facility in Dwingeloo maintains a well equipped
R&D division specialising in the design, prototyping and qualification of:

- low noise, ambient and cryogenic radio receiver systems (0.2 - 345 GHz),
- very high speed digital electronics,

- antennas, especially in the array environment,

- advanced instrumentation for use at optical and infrared wavelengths,

- algorithm and software engineering for instrument control and for imaging.

ASTRON is currently developing and constructing the Low Frequency Array (LOFAR).
LOFAR is a next generation radio telescope operating at very low frequencies (between 10-
200 MHz) and will be distributed across the Netherlands. The 100 Million Euro project is due
to be completed in 2009. In addition to astronomy, LOFAR also includes a multi-disciplinary
sensor network addressing topical problems in agriculture, meteorology, particle physics,
water management and other areas of great importance to society.

Dr Willem Baan is the Director of the WSRT, since February 1 1998. Willem graduated
from Delft University with a degree in Aerospace Engineering, before moving to MIT for an
MSc and PhD in Plasma and Theoretical Astrophysics. After MIT, he went to the Institute for
Advanced Study (Princeton) and then onto Pennsylvania State University before going to
what is still the world's largest radio telescope: the 305m Arecibo Telescope on the Island of
Puerto Rico. As a radio astronomer, Baan is best known for his work on the megamaser
phenomenon, which occurs in a variety of active galaxies. OH megamasers are part of the
population of (super) luminous FIR galaxies, many of which display intense starburst and
AGN activity. The amplifying molecular gas lies either in a high excitation nuclear region but
can also be part of the larger scale (torus) structure irradiated by some central FIR source. It
appears as though H,CO megamasers are part of this same population, whereas the H,O
megamaser emission is thought to originate in compact disks surrounding massive nuclear
sources (or black holes). Willem is also very much involved in Spectrum Management issues
relating to radio astronomy. He was Chairman of the Inter-Union Commission on the
Allocation of Frequencies for Radio Astronomy and Space Research (IUCAF). He actively
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participates in ITU-R Study Group 1 (spectrum management) and 7 (science services) and has
been one of the leaders of the radio astronomy efforts at recent ITU-R World Radio
communication Conferences. He was also the principal player in the establishment of the
Puerto Rico Coordination Zone by the USA Federal Communication Commission in
November 1997. He has written over 100 refereed publications that have appeared in various
journals, including Nature.

Dr. Marco de Vos, Position: Director of R&D

Marco de Vos was born in Dordrecht, The Netherlands on February llth, 1965. He received
his M.Sc. degree in Astronomy in 1988 at Leiden University and a Ph.D. degree in 1993 at
Groningen University on the development of an optical interferometer. In 1993 he joined the
R&D division of ASTRON, the Dutch knowledge institute for astronomical instrumentation.
Initially he developed astronomical analysis software. He was project manager of the
Telescope Management System development for the Westerbork Synthesis Radio Telescope.
In 1998 he became leader of the R&D expertise group Software and Image Processing, in
2004 he started a new expertise group on Scientific Computing. He has been involved in the
LOFAR program from its early phases, from 2001 as System Engineering Manager. In 2005
he became Director of R&D at ASTRON. His main research interests are in the field of
system modeling, distributed development and wide area sensor networks. He is a member of
the USA EVLA Advisory Panel, the Knowledge and Innovation Network Northern
Netherlands and several program committees.

Selected publications:

Optical Interferomety with SCASIS, PhD Thesis, C.M. de Vos, 1993;

The SKA End-to-End Simulation Environment, C.M. de Vos,

Proceedings NFRA SKA Symposium Technologies for Large Antenna

Arrays’, 1999; Cluster Computing and Grid Processing for LOFAR, C.M. de Vos, K. v.d.
Schaaf, J.D. Bregman, CCGrid 2001; A very high capacity optical fibre network for large-
scale antenna constellations: the RETINA project , A.M.J. Koonen, H. de Waardt, D. Kant,
C.M. de Vos, et al NOC 2001; Strategies for end-to-end modeling of next generation
mm/radio-telescopes, C.M. de Vos, K. van der Schaaf, M. Loose, G. van Diepen, SPIE
workshop on integrated modeling, Lund, Sweden, 2002; Networks and Processing for the
LOFAR telescope, C.M. de Vos, URSI 2002; Architecture for Wide Area Sensor Networks,
C.M. de Vos, ESI/Philips Architecting Event, 2003;

Spin-off oppurtunities of sensor technology from astronomical instrumentation, C.M. de Vos,
CIC seminar “Intelligent devices”, 2004.

Other ASTRON personnel involved in EXPReS are Dr. A.R. Foley.

INSTITUTO GEOGRAFICO NACIONAL

CNIG/IGN is the host organization for the Observatorio Astronomico Nacional, the Spanish
National Facility for Radioastronomy. OAN operates a 14-m cm/mm wave dish at Yebes
(Spain) since 1976. The observatory is specialized in studies of star formation and evolution,
interstellar medium, galaxy structure and dynamics, and astrochemistry. OAN has recently
constructed a new 40-m telescope, which is being commissioned, and will join the European
VLBI Network in 2006. The telescope will become a key instrument for the expansion of the
EVN studies to higher frequencies, as it will operate till 116 GHz (2,6 mm wavelength).
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OAN participates actively in international projects such as IRAM, ALMA, SKA, and the far-
infrared satellite Herschel.

The observatory is involved in technology development for cm — mm-wave techniques with
laboratories for design and construction of cryogenic HEMT

amplifiers for radioastronomy receivers. More than 200 amplifiers have been constructed, to
equip receivers for the 14-m, 40-m, IRAM, ALMA, Bordeaux,

Nancay, Paris telescopes,and EMCOR and PRONAOS projects. The staff conducts
holographic studies to enhance the antenna surface quality, for the 40-m and also for antennas
at IRAM and ESA.

Dr. Francisco Colomer

Born in 1966 in Valencia (Spain). Graduated in 1989 from University of Valencia, got his
PhD in Astronomy and Space Sciences from Chalmers University of Technology (Sweden)
in 1996. He spent half of the PhD time at Harvard-Smithsonian Center for Astrophysics
(USA). Since 1998 he is permanent staff at Observatorio Astronomico Nacional (OAN-IGN).
Currently coordinates the overall VLBI activities for Astronomy and Geodesy. Active
researcher in the field of studies of spectral line emission in evolved stars using very long
baseline interferometry, with more than 40 publications in refereed journals. Project Manager
at OAN/IGN of FP6 financed contracts (RADIONET, SKA-DS, EXPReS). Responsible of
the Specific Support Activity #2 in EXPReS.

Dr. Pablo de Vicente

Graduated from Universidad Complutense de Madrid in 1986. Spent predoctoral fellowships
at IRAM (France) and Max-Planck Institut fiir Radioastronomie (Germany). He got his PhD
at UCM in 1994. He is coordinator of the technical aspects of VLBI at OAN/IGN, including
the new 40-m radiotelescope at Yebes, which will be linked to GEANT thanks to EXPReS.
Member of the EVN Technical Operations Group (TOG).

Dr. Rafael Bachiller

Graduated in Astrophysics and Fundamental Physics from Universidad Complutense de
Madrid (Spain) in 1979, got his PhD at Université de Grenoble in 1985, and from Universidad
Complutense de Madrid in 1986, when he became permanent staff at Observatorio
Astronomico Nacional (OAN-IGN). He is Director at OAN since 2002. Active researcher in
the field of star formation, in particular studying mm- and submm-wave spectral lines, with
more than 150 refereed publications. Member of the board of EXPReS and RADIONET.
Vice-chairman of the board of the European VLBI Network (EVN). President of the Spanish
commission for ALMA.

CSIRO
Add text for CSIRO

Dr. Anastasios Tzioumis

Birthdate/place: 1/5/1952 in Tripolis, Greece.

Citizenship: Dual national of Greece and Australia (both passports).
Marital status: Married with four children

Email: Tasso.Tzioumis@csiro.au

Work designation: Principal Research Scientist

EDUCATION
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Primary and Secondary education in Greece. Completed in 1970.

B.Sc. (First class Honours), Physics, 1977, University of Sydney.

B.E. (First class Honours), Electrical, 1979, University of Sydney.

Ph.D. "VLBI studies of compact radio sources", University of Sydney, 1987
APPOINTMENTS

1978 -- 1979 Engineer, Overseas Telecommunications Commission (Australia).
1979 -- 1981 Professional Assistant, Electrical Engineering, Uni. of Sydney.
1981 Full time Tutor, Electrical Engineering, University of Sydney.
1982 -- 1986 Commonwealth Postgraduate Scholar, Department of Astrophysics, School of
Physics, University of Sydney.

1987 -- 1990 Post-doctoral fellow. Jodrell Bank. UK

1990 -- present Australia Telescope National Facility, CSIRO, Australia
History within ATNF:

1990 -- 1992 Research Scientist

1993 -- 1996 Senior Research Scientist

(1994 -- 1997 Scientific Assistant to the Director)

1997 -- present Principal Research Scientist

1998 Group leader, Electronics group, Narrabri

1998 — present LBA Operations Manager

2000 — present Spectrum Management Coordinator

2004 — present eVLBI Project manager

HONORARY APPOINTMENTS:

Asia Pacific Telescope (APT) secretary, 1992-2001

URSI Commission J editor, 1990-1996 (2 triennia)

Visiting researcher ("no-fee-consultant) at JPL, NASA since 1983

Visiting Fellow, Istituto di radioastronomia, CNR, Bologna, Italy, 3 months, 1996.
Chair, IAU working group on Interference Mitigation, 2000-- present

SKA Task Force on Radio Quiet Zones, 2004-- present

Delegate, WP7D, International Telecommunication Union, 2000 --present

RESEARCH INTERESTS: Very Long Baseline Interferometry (VLBI) techniques and
applications, Active Galactic Nuclei (AGN), Active Galaxies and Quasars, Gravitational
lenses, X-ray binary stars, Intra-day variability (IDV), Imaging techniques RFI mitigation and
management

PUBLICATIONS: Over 45 refereed publications in last 5 years (1999-2004)

NATIONAL RESEARCH FOUNDATION - HARTEBEESTHOEK RADIO
ASTRONOMY OBSERVATORY

The Hartebeesthoek Radio Astronomy Observatory (HartRAO) is a National Facility of the
National Research Foundation. Its main objective is to provide facilities for radio astronomy
and space geodesy to the South African and international research communities.

HartRAO has a staff complement of 45, of which 10 are staff scientists and 12 are engineers

and technicians. The remaining staff members are operators and other facility support and
management personnel. There are currently 10 research students on site at HartRAO.
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A new aspect of HartRAO is the Karoo Array Telescope (KAT) project, which has associated
with it a team of engineers and scientists engaged on a contract basis. Currently this team has
10 members in addition to the individuals seconded from the HartRAO staff complement.
This number will grow in the short term because we are currently recruiting digital and RF
engineers.

The primary instrument at HartRAO is the 26-metre antenna with cassegrain optics and
equatorial mount geometry. The dish surface has recently been upgraded to extend its
operating frequency up to at least 22 GHz.

All receiver systems are permanently mounted on the antenna in the secondary focus cabin.
Currently there are dual-polarization cryogenic receiver packages for the following observing
wavelengths: 18cm, 13cm, 6cm, 5/4.5cm and 3.6cm. In addition there is an uncooled dual
polarization 2.5 cm receiver package. The construction of an uncooled dual-polarization
1.3cm receiver has just commenced. This system will be used to test the performance of the
antenna at 22GHz prior to the construction of a cryogenic receiver.

Backend hardware includes continuum radiometers, a correlation spectrometer, a pulsar timing
instrument, a Mk-4 VLBI formatter, and a variety of VLBI recording systems (including Mk V
disk recorder).

All telescope systems are under computer control and all observations are made in an
unattended mode (except VLBI). A dynamic queue-scheduler manages the automated
observations.

The observatory user base includes staff scientists, South African university researchers and
students, researchers from the rest of Africa, and the international astronomical and geodetic
VLBI community. Local universities using the facility include: Rhodes, North West,
Johannesburg, Witwatersrand, UNISA, Kwazulu-Natal and the NASSP consortium based at
Cape Town. This university user base will increase because of the KAT project, which will
require input from the various engineering faculties around the country.

The observational program includes: single dish long-term monitoring projects (including
maser spectroscopy, pulsar timing and continuum flux monitoring), radio continuum mapping,
and VLBI (astronomical and geodetic). HartRAO is an associate member of the European
VLBI Network, and participates in all of the EVN sessions.

In addition to the radio telescope HartRAO also operates a satellite laser ranger, an IGS GPS
receiver and a water vapour radiometer. The Observatory supports an active science
awareness and outreach programme aimed at scholars and the adult public.

Prof. Justin Leonard Jonas

Date & Place of Birth: 12 November 1958, London UK

Qualifications: BSc, MSc and PhD (Rhodes)

Current positions: Managing Director Hartebeesthoek Radio Astronomy Observatory,
National Research Foundation; Professor & Head of Department, Department of Physics &
Electronics, Rhodes University; Project Scientist South African SKA Project Office.

Research interests: Galactic interstellar medium and its radio signatures, Cosmic Microwave
Background radiation, Radio Pulsars, Digital signal processing and data analysis as applied to
radio astronomy.
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ISTITUTO DI RADIOASTRONOMIA

The Istituto di Radioastronomia (IRA) is one of the institutes created by the Italian National
Research Council (CNR) that starting from year 2005 is part of the National Institute for
Astrophysics (INAF). It has a staff of about 100, astronomers, electronic

engineers-physicists, software specialists, technical and administrative support. In addition,
people from the University Astronomy and Physics Departments are affiliated with the
Institute. The Institute headquarters are in Bologna. Other sections of the institute are located
in Firenze, Medicina Noto and Cagliari.

The new Institute is aimed to:

1) the design and management of the large Italian radioastronomical facilities;

2) the design and fabrication of instrumentation operating in bands from radio to infrared and
visible;

3) the pursuit of research activities in many areas from observational radioastronomy, galactic
and extragalactic, to cosmology, geodesy and Earth observations.

Major activities at the various sites include:

Bologna - The headquarters are responsible for the Institute management and the interface
with the INAF Central Administration in Rome. A large fraction of the astronomical research
activity is done here, with major areas in cosmology, extragalactic astrophysics, star
formation and geodesy. The headquarters have a strong interaction with the University and
represent an important facility for educational activities at medium (master degrees) and high
levels (PhD). Computer

science activities are also performed.

Medicina radioastronomy station is associated with Bologna headquarters. It hosts the
Northern Cross and the 32m VLBI radiotelescope, and houses the core of laboratories for the
development of radioastronomy instrumentation.

Arcetri site in Florence is devoted to the design and development of radio and infrared
technologies, including participation in national and international projects such as

ALMA, TNG, LBT.

Major research fields are extragalactic astrophysics and star formation.Noto site in Sicily
island - The Department deals with the management of the second 32m VLBI

radiotelescope. The staff is also involved in the development of microwave and digital
instrumentation.Astronomical research activity is mainly focused on evolved star
radio-emission analysis. Studies are also carried out on extragalactic objects.

Future Site in San Basilio, Cagliari, Sardinia island, in the frame of the SRT 64m Antenna
project, the permanent staff is hosted by the local Astronomical Observatory that also is
involved to the SRT

Dr. Franco Mantovani
Date and place of birth: 26 July 1947, Bologna

Education
1963-1967 Istituto Tecnico Industriale, Terni, Italy, Leaving Certificate 1967
1967-1972  Universita' degli Studi, Bologna, B.Sc in Physics 1972

Career/Employement
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1972-1980  Teacher in High Schools

1977-1982 Associate Scientist, Istituto di Radioastronomia

1981 Research Fellowship in Radio Astronomy, MPIfR, Bonn
1982-1990 Scientist, Istituto di Radioastronomia

1991-2005 Senior Scientist, Istituto di Radioastronomia

2005 Director, INAF-Istituto di Radioastronomia

Specialisation main field: AGN, Evolution of radiosources
other:  spectral lines VLBI, Astrometry
current Compact Steep Spectrum Sources, mas scale polarimetry

Honours, Awards, Fellowship, etc...

1983 Visting Professor, MPIfR, Bonn

1985- Scheduler 32-m Radio Telescope Medicina, Italy
1987-1990  Network Scientist EVN

1991-1994  Member EVN PC

1993-1996  Member Consiglio Scientifico, Istituto di Radioastronomia
1995-1998  Adjunct Professor, Dept. of Physics, University of Ferrara

1999 Member Board of Directors EVN

1999 Member Board JIVE

2000 Member [SSC

2000 INTAS Expert

2000 Scientific Supervisor of Marie Curie training Fellowship

Publications: Number of paper in referee journals: 60, Number of communications to
scientific meetings: 80, Books: 3; Brochures :2

Dr. Mauro Nanni
Physics Master Degree at the Bologna University in year 1980. Permanent position at the
Institute of Radioastronomy in Bologna (CNR) starting from 1982; Senior Technologist
starting from 1997.

He has worked to the development of software for data reduction and image analysis of the
data of the “Norther Cross” radiotelescope on Vax minicomputer. In the national Astronet
project he has coordinated the Astronomical Database WG for the realization of DIRA
package. Moreover he works in the field of the astronomical archives of images (AVO and
Skyeye projects) and collaborate in the realization and management of the EVN VLBI-GPS
technical data archive

He has projected the network of the CNR Campus of Bologna where he coordinates the
campus computer science commission. He has worked in the national commission of the CNR
and today of the INAF for the development and the management of infrastructures and the
services of net.

Starting from 2001 he is participating to the realization of the Italian network for the E-VIbi.
He take care the relationships with the Region Emilia Romagna the INAF and the GARR for
the fiber connection between the Medicine radiotelescope and the Garr Pop network. Starting
from 2005 he is a member of the scientific board of the CyberSar project. The target of this
project is to set up and connect, by a optical switched network, the “grid clusters” of the
scientific sites of the region Sardegna.
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MAX-PLANCK-INSTITUT FUER RADIOASTRONOMIE

Founded in 1966, construction of the 100-meter radio telescope in Bad Miinstereifel-
Effelsberg, operations starting 1972, institute building finished 1973. Institute extensions
completed in 1983 and 2002. Jointly with Steward Observatory, University of Arizona
development and operation of the 10-meter submillimeter telescope (Heinrich-Hertz-
Telescope). In 2001 start of the APEX project.

Main work areas are radio- and infrared Astronomy. Technological efforts in the institute
cover then whole spectrum from radio-, over (sub)millimeter-, to infrared wavelengths. There
is also an effort in theoretical astrophysics.

Exploration of the physics of stars, galaxies, and the universe as a whole in the institute
concentrates particular on star formation, young stellar objects, stars in the late stages of their
evolution, pulsars, the interstellar medium of our Milky Way and external galaxies, the
Galactic Center and its environment, magnetic fields in the universe, radio galaxies, quasars
and other active galaxies, dust and gas at cosmological distances, galaxies in the early epochs
of the universe, cosmic rays, astroparticle physics as well as the theory of star formation and
active galactic nuclei.

The institute is heavily involved in a number of big international projects:

e The US-American/German Stratospheric Observatory for Infrared Astronomy
(SOFIA),

o the Atacama Pathfinder Experiment (APEX); development and operation of a
Submillimeter telescope in the Chilean Atacama desert under MPIfR leadership),

o the US/European Atacama Large Millimeter Array (ALMA),

o the Far-Infrared and Submillimeter Telescope satellite observatory HERSCHEL
(formerly known as FIRST),

e an upgrade of the Effelsberg 100-meter radio telescope,

o the conception of a next generation radio telescope with a collecting area of one
square kilometer (Square Kilometer Array; SKA),

o the Very Large Telescope Interferometer (VLTI) in Chile,
e the Large Binocular Telescope (LBT) in Arizona, and

o the continuation of Very Long Baseline Interferometry (VLBI) to millimeter
wavelengths and to extremely high angular resolution using antennas in space.

International collaborations (selection):

o Institute for Radioastronomy at Millimeter Wavelengths (IRAM), a joint operation of
the Max-Planck-Gesellschaft, the French Centre National de la Recherche Scientifique
(CNRS), and the Spanish Instituto Geographico Nacional (IGN)
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e The Submillimeter Telescope Observatory (SMTQ) operating the Heinrich-Hertz-
Telescope, in collaboration with the University of Arizona (SMTO)

e European VLBI Network (EVN) with membership from various European nations
e Very Long Baseline Array (VLBA)

e Global mm-VLBI Array, a collaboration of several institutions in Europe and the US

e APEX, a collaboration with the Ruhr-University of Bochum, the Onsala Space
Observatory (Sweden), and the European Southern Observatory (ESO)

Dr. Walter Alef

Born: 11 February1954 Hiirth-Kalscheuren, Germany

School: 1960-1964 Kath. Volksschule Roisdorf (Rheinland); 1965 - 1972 Ernst-Moritz-Arndt
Gymnasium, Bonn.

University: 1972-1986 Rheinische Friedrich-Wilhelms-Universitdt Bonn; 1982 Diploma
thesis: VLBI-Untersuchungen der Radioquelle 3C84 und Entwicklung eines Hybrid-
Bildrekonstruktionsprogramms; 1986 PhD Thesis: Techniken fiir die VLBI-Beobachtung
schwacher Objekte.

Employments: 1984-1986 staff scientist at the geodetic Institute, University of Bonn;
1987-present: staff scientist at the Max-Planck-Institute for Radioastronomy; 1998-
present: manager of the correlator group of the MPIfR.

Other: 2003-present: Chairman EVN-Technical Operations Group; 2004-present:
Administrator of the MPIfR part of JRA ALBUS in FP6 Radionet

METSAHOVI RADIO OBSERVATORY

The Metsdhovi Radio Observatory is a separate research institute of the Helsinki University
of Technology since May 1988. It operates a 14 m diameter radio telescope at Metsidhovi,
Kylmaila, Finland, about 35 km west from the university campus. The institute also has
premises in the Electrical Engineering Faculty building, Otakaari 5, Espoo.

The main users of the station are the Helsinki University of Technology, the University of
Helsinki, and the University of Turku. In the same area, near Metsdhovi Radio Observatory,
there are also the buildings of the Metsdhovi Observatory (University of Helsinki; optical
astronomy) and the Metsdhovi Space Geodetic Station (Geodetic Institute; geodesy).

The Metsdhovi Radio Observatory has been operational since 1974. The upgrading of the
telescope was done in 1992-1994. The radome has been replaced with a new one and new
surface panels have been installed. The surface accuracy of the present telescope is 0.1 mm
(rms).

The Metsdhovi Radio Observatory is active in the following fields:
research in radio astronomy, development of instruments needed in radio astronomy,
development of methods for radio astronomical measurements, space research, and education

The activities at Metsdhovi are concentrated on millimeter and microwaves. The frequencies

used are 2-150 GHz, corresponding to the wavelengths in the range of 13.0 cm-2.0 mm. The
research in technology includes development of microwave receivers, development of
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receiving methods, development of data acquisition and data processing and development of
antenna technology.

The objects of radio astronomical research are: solar millimeter and microwave radiation,
variable quasars, active galaxies, molecular line radiation, and very long baseline
interferometry (VLBI).

Since the early 1990's Metsédhovi Radio Observatory has been one of the few institutes in the
world where VLBI data acquisition systems have been actively constructed and developed
further. Our focus has been on maximizing the applicability of Commercially Available Off-
the-Shelf (COTS) technology for VLBI data acquisition applications. Metsédhovi has
pioneered in the use of VSI (VLBI Standard Interface), the internationally-agreed interfacing
standard for VLBI data acquisition.

Around 15 scientists, engineers, research assistants, and supporting personnel from the
Helsinki University of Technology work at the institute. In addition about 10 students perform
radio astronomical observations under guidance of Metsdhovi permanent staff. Five of the
employees are directly paid by Helsinki University of Technology, and the others paid by
research projects financed mainly by the Academy of Finland.

The other users of the station are the radio astronomy group from the University of Helsinki
and the radio astronomy group from the University of Turku.

Metséhovi participates in the education given at the Helsinki University of Technology by
organizing courses and exercises for students. Graduate students can study for a licentiate's or
doctor's degree at Metséhovi.

Mr. Ari P. Mujunen

Born: 6 December, 1963, Kuopio, Finland; Finnish citizen

Education: 8/1992 M. Sc., Electrical Engineering, Helsinki University of Technology,
“Applying ER modelling and data dictionary techniques in software production automation"
Employment: 10/2002-present: Laboratory Engineer, HUT, Metsdhovi Radio Observatory;
1/1997-9/2002 Researcher, HUT, Metsdhovi Radio Observatory; 10/1995-12/1996 Research
Associate, HUT, Metsdhovi Radio Research Station; 1/1995-9/1995 Research Associate, Joint
Institute for VLBI in Europe, The Netherlands; 1992-1994 Research Assistant, HUT,
Metséhovi Radio Research Station; 1991-1992 Software Methodology Analyst, Tietosavo Oy,
Finland; 1981-1991 Part-time Systems Analyst, Tietosavo Oy, Finland.

Technical skills: experience in analysing, designing, implementing, testing, and documenting
complex software projects, such as 1997-1998 AMS HRDL: The design and implementation
of High-Rate Data Link data acquisition and archival system for Alpha Magnetic
Spectrometer during the Space Shuttle flight STS-91 (a collaboration with NASA, CERN,
ETHZ, and MIT). From 1998-present: the development of new radiotelescope control, data
acquisition, and observation management system at Metsdhovi Radio Observatory.
Proficiency in SA/SD methodologies, ER data modelling, data dictionaries, and relational
database design. Experience with radio astronomical hardware and its computer control,
especially with VLBI data acquisition hardware. Experience in designing digital hardware
systems, programmable logic devices (VHDL), and interfacing device driver software to such
systems. Proficiency in C, C++, COBOL, Ada, and Pascal, knowledge of Algol, BASIC, Clu,
Eiffel, FORTRAN, Java, Modula-2, and Simula. Proficiency in various flavors of UNIX
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including BSD 4.3 and Linux,programming knowledge of Ingres, GCOS-6, VMS, MacOs,
and MS-DOS.

Mr. Jouko Ritakari

Born: 15 June, 1956, Savonranta, Finland; Finnish citizen

Education: 5/1980 M. Sc., Electrical Engineering, Helsinki University of Technology
Employment: 1987-present: Researcher, HUT, Metsiéhovi Radio Observatory; 1983-1987
Research Scientist, Technical Research Centre of Finland; 1979-1982 Systems Analyst, Nokia
Oy.

Technical skills: Data communication system design and implementation. Data acquisition
systems, both hardware and software. Examples of projects: 1980-1982 Design of one of the
first local area networks for the SKOP banking system; 1984-1986 Design of one of the first
campus networks, the Otaniemi local area network;1989-1990 Design of a wide area data
network for the city of Helsinki; 1992 Internet connections for the data networks of Helsinki
and Vantaa; 1995 Design of a wide area data network for the schools of Helsinki; 1997-1998
AMS HRDL: The design and implementation of High-Rate Data Link data acquisition and
archival system for Alpha Magnetic Spectrometer during the Space Shuttle Flight STS-91 (a
collaboration with NASA, CERN, ETHZ, and MIT); 2000-present: Specification and
development of next generation VLBI data acquisition systems at Metsdhovi Radio
Observatory. Experience with radio astronomical hardware and its computer control,
especially with VLBI data acquisition hardware. Experience in designing digital data
acquisition hardware using programmable logic devices.

ARECIBO OBSERVATORY

The Arecibo Observatory is part of the National Astronomy and Ionosphere Center (NAIC), a
national research center operated by Cornell University under a cooperative agreement with
the National Science Foundation (NSF). The Observatory is the site of the world's largest
single-dish instrument, the 305-m diameter Arecibo radio

telescope. This operates on a continuous basis, 24 hours a day, every day, providing
observing time to astronomers and acronomers from all over the world.

The Observatory is recognised as one of the most important national centers for research in
radio astronomy, planetary radar and terrestrial aecronomy. Use of the Arecibo Observatory is
available on an equal, competitive basis to all scientists from throughout the world. Observing
time is granted on the basis of the most promising research as ascertained by a panel of
independent referees who review the proposals sent to the Observatory by interested
scientists. Numerous students use the telescope to perform observations that lead to their
master and doctoral dissertations.

Construction of the Arecibo Observatory began in the Summer of 1960. Three years later the
Arecibo Ionospheric Observatory (AIO) was in operation, the formal opening ceremony
taking place on November 1, 1963. The Arecibo site offered the advantage of being located
in Karstterrain, with large limestone sinkholes which provided a natural geometry for the
construction of the 305-m reflector. On October 1, 1969 the National Science Foundation
took over the facility and the Observatory was made a national research center. On September
1971 the AIO became the National Astronomy and Ionosphere Center (NAIC).
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In 1974, a new high precision surface for the reflector (the current one) was installed together
with a high frequency planetary radar transmitter. The second and major upgrade to the
telescope was completed in 1997. A ground screen around the perimeter of the reflector was
installed to shield the feeds from ground radiation. The

Gregorian dome with its subreflectors and new electronics greatly increased the capability of
the telescope. A new more powerful radar transmitter was also installed. Modern VLBI
equipment was acquired, and presently both Mk-4 and Mark-5 recording capabilities are
available in collaboration with the European VLBI Network (EVN), the Global Array, and the
High Sensitivity Array (HSA).

About 135 persons are employed by the Observatory. A scientific staff of about 20 divide
their time between original research and assistance to visiting scientists. Engineers, computer
experts, and technicians design and build new instrumentation and keep it in operation. A
large maintenance staff keeps the telescope, its associated instrumentation, and the site in
optimal condition.

Dr. Christopher John Salter

Date of Birth: 4th December 1942, Nationality: British

Academic Qualifications: Ph.D. in Radio Astronomy, University of Manchester

Present Position: Senior Research Associate, Arecibo Observatory; also, Adjunct Professor,
Dept. of Astronomy & Space Sciences, Cornell University.

Career History:

Sept. 1965 - May 1970: Graduate student, Jodrell Bank, Manchester University, UK;

May 1970 - July 1972: Royal Society European Programme Fellow at the University of
Bologna, Italy; July 1972 - July 1977: Research & Statistics Officer, Dacorum District
Council, UK; July 1977 - June 1980: Research Fellow, Max Planck Institut fuer
Radioastronomie, Bonn, Germany; June 1980 - Apr. 1981: System Scientist, Very Large
Array (VLA), NRAO, Socorro, NM, USA; Apr. 1981 - Sept. 1981: Visiting Fellow, Istituto di
Radioastronomia, CNR, Bologna, Italy; Sept. 1981 - Sept. 1983: Visiting Professor, Tata
Institute of Fundamental Research (TIFR), Bangalore, India; Sept. 1983 Oct. 1985: System
Scientist, NRAO, Tucson, USA; Oct. 1985 - Oct. 1987: Astronomy staff, IRAM, Granada,
Spain; Oct. 1987 - Oct. 88; Visiting Fellow, Jodrell Bank, Manchester University, UK; Oct.
1988 - Oct. 1990: Visiting Professor, Tata Institute of Fundamental Research (TIFR),
Bangalore, India; Oct. 1990 - Sept. 1992: Senior Research Associate, NRAO, Green Bank,
WYV, USA; Sept. 1992 - Present: Senior Research Associate, NAIC, Arecibo Observatory,
PR, USA. From Sept. 1992 - May 2004, Head of the Radio Astronomy Department at the
Observatory. From Sept. 1996 - present, Adjunct Full Professor, Dept. of Astronomy &
Space Sciences, Cornell University.

TORUN CENTRE FOR ASTRONOMY

The Torun’s Nicolaus Copernicus University (www.uni.torun.pl) directly continues traditions
of the Stefan Batory Vilnius University - the second oldest in Poland. After 2™ world war the
city of Vilnius has been given to communist Lituenia and the academic staff from Stefan
Batory University was transported to present central Poland. In fact the astronomers had the
major voice to decide on new location and the dedication of the university to Nicholas
Copernicus. The most famous astronomers of Vilnus time were Marcin Odlaniecki-Poczobut
(1728-1810), Jan Sniadecki (1756-1830), Wladyslaw Dziewulski (1878-1962), Wilhelmina
Iwanowska (1905-1999). .
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Inauguration of The Nicolaus Copernicus University (NCU) in Torun took place in 1945.
First observations were made at a new site the Astronomical Observatory located in Piwnice
near Torun in 1949. At present the Torun Centre for Astronomy (TCfA) is a formal
organizational structure (www.astri.uni.torun.pl). It is a part of Faculty of Physics, Astronomy
and Applied Informatics.

The aim of the Centre is to provide education in subject of astronomy and to conduct research
in the domain of modern astronomy. The Centre consist of two departments: Astronomy and
Astrophysics and Radio Astronomy. It is located in village Piwnice 12 km north from Torun
town.

TCfA employs 20 academic staff, with 4 full professors positions and 35 engineers,
technicians and other workers. We have 70 undergraduates studying in system of 3 (licencjat
degree) and then 2 years (master degree in astronomy) and 15 Ph.D. students. This its staff
and experience, with wildly developed international co-operation TCfA is

Radio astronomy in Poland was initiated in the mid fifties independently at Torun's
Copernicus and Cracow's Jagiellonian Universities. The dedicated hard work of Torun's team
of scientists and engineers over last three decades placed us among developed FEuropean
radio observatories.

The Department of Radio Astronomy (www.astro.uni.torun.pl) is an educational and research
division of the Centre for Astronomy, conducting study of the Universe by means of radio
waves. Since 1981 the Department (known also as Torun Radio Astronomy Observatory) is a
part of world wide network of radio observatories participating in VLBI (Very Long Baseline
Interferometry). With the new 32 m. telescope and modern sophisticated instrumentation,
Torun VLBI station is the unique place in eastern Europe. International collaboration and
involvement in various European research projects is the major activity of this department.
The research concentrates on observations and theoretical interpretation of physical processes
in compact active regions of radio galaxies and quasars, the timing of pulsars, the search for
new planetary system and the Solar System studies. In addition, the development of
instrumentation for radio astronomy (ultra low noise receivers, spectrometers, frequency
converters, digital electronics, control systems) is also significant part of our activities. Since
1997 the Department of Radio Astronomy is a part of Torun Centre for Astronomy at Faculty
of Physics, Astronomy and Informatics of the Nicolaus Copernicus University. From 1998
the Department undertakes additional function of the National Facility with the major aims to
serve Polish astronomers and to emphasize the international cooperation

The 32m antenna with its high quality auxiliary instrumentation provides Polish astronomers
with the unique tool to study the Cosmos. The telescope is part of the European and world-
wide network of interferometers - VLBI. It allows our antenna to be a part of the synthesis
radio telescope which has an equivalent aperture size of ~10 thousand kilometres. This new
instrument and the involvement of Polish radio astronomers into international co-operation
resulted in the flowering of radio research. VLBI studies of distant galaxies and quasars, the
search for new planetary systems around pulsars, the study of interstellar and stellar
molecules are the subjects to be mentioned here. The importance of the Torun 32m has been
widely recognized among the astronomical community. The size of the antenna, geographic
position (important extension to the east) and a highly professional team of scientists and
engineers make the EVN addition of Torun the significant improvements to the European
VLBI Network. Radio astronomy is a very challenging area of modern research for a country
like Poland. The instrument is intended for use by all Polish astronomers as a national facility.

Prof. Andrzej Kus
Date of birth: 21st June 1944 in Cracow Poland. Marital status: Married since 1968, with two
grownup children. Secondary qualification: In 1962 a degree from the High School.
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Undergraduate Education: Study at the NCU (Nicolaus Copernicus University) Torun at
Institute of Astronomy - Physics Faculty, for master degree in Astronomy 1962-1967.
Supervision from Prof. W.Iwanowska and Prof. S.Gorgolewski, Master thesis in Radio
Astronomy, Graduated from the University in 1967 with the best mark. Received the Ph.D.
degree in Physics from the NCU Torun in 1975. The thesis - "The 5C7 Deep Survey of Radio
Sources" - is based on results obtained during the study at Cambridge University.

Academic qualifications: Mgr. (Magister = Master of Science) in astronomy from the
Nicolaus Copernicus University (NCU), Torun Poland in 1967. Ph.D. in Physics at the
Nicolaus Copernicus University received in 1975 a habilitation degree (Dr. hab.) 1989 and
Docent position at the Nicolaus Copernicus University since May 1990. Professor position
and the Chair of Radio Astronomy from April of 1991, Professor title (received from
President of Poland) in June 2003. Director of Torun Radio Astronomy Observatory,
Nicholaus Copernicus University 1992-1996. Head of the Radio Astronomy Department of
the Torun Centre for Astronomy, Faculty of Physics and Astronomy, Copernicus University,
from January Ist 1997. Director Torun Centre for Astronomy from January 1% 2001.
Experience in fields of: radio astronomy techniques - especially in interferometry, VLBI, mm
VLBI, aperture synthesis, low noise receivers, antennas, extra galactic radio astronomy -
physics of radio galaxies and quasars, spectroscopy of OH masers. Teaching experience:
Lectures for undergraduates on : Extra Galactic Astronomy, Extra Galactic Radio Astronomy,
Radio Astronomy, Astronomy and Astrophysics, tutorials in radio astronomy. Supervision of
Ph.D. students.

ONSALA SPACE OBSERVATORY

Onsala Space Observatory is the Swedish national facility for radio astronomy, hosted by
Chalmers Technical University. Onsala operates 20m and 25m antennas at its site near
Gothenborg, and is a 25% partner in the APEX 12m diameter submillimetre antenna in Chile.
The antennas are used both as single instruments and and in combination with other European
antennas for VLBI both at centimetre and millimeter wavelengths. A recently installed
1Gbit/s fibre link to the university and thence to the GEANT backbone has allowed Onsala to
participate in the first experiments in e-VLBI. In May 2004 Onsala was the first European
antenna to demonstrate joint real-time trans-atlantic e-VLBI together with an antenna
belonging to MIT. Onsala has in the last decade taken a leading role in establishing a
European millimetre array project that was later merged with the US effort to form ALMA,
whose innovative layout was designed by an Onsala staff scientist, after strong international
competition. This design is now being built in Chile. In addition, receiver bands for ALMA
and APEX are being built at Onsala by the group for Advanced Receiver Development. Also
being built for ALMA are Water Vapour radiometers which are vital for achieving

correction for atmospheric propagation effects. Onsala radio astronomers are part of the
University's Radio and Space Science department and have good cross-disciplinary links with
groups using radio techniques for Earth remote sensing and space geodesy. Onsala/Chalmers
University runs an established international Masters Programme in Radio-Astronomy and
Space science with 24 students per year, many of whom continue to do PhDs in astronomy
and other subjects at Onsala and worldwide.

Dr. John Conway is one of the key personnel at Onsala associated with EXPReS. Dr.
Conway is chairman of the eVSAG (NA3). A short CV follows:

Dr. John Conway. PhD University of Manchester, 1988, Postdoc California
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Institute of Technology, Pasadena, USA. 1989 - 1991: Postdoc National Radio Astronomy
Observatory (NRAO), Socorro, USA, 1992 - 1994. Postdoc, JIVE fellow, Onsala Space Obs,
Sweden, 1995; Staff Astronomer, Swedish National Facility for Radio Astronomy, Onsala
Space Observatory, Sweden 1996 - June 2002; Associate Professor, Onsala/Chalmers
Technical University, June 2002 to present. Has been primary supervisor for three PhD
students and played a major role as secondary supervisor for four other PhD students. Recent
publications include: Yi,Booth, Conway and Diamond 2005 AA 432,531, Sio Maser in TX
Cam; Pestalozzi, Elitzur,, Conway, Booth 2004, A Circumstellar Disk in a High-Mass
Star-forming Region, ApJL 603, 113; Pihlstr\"{o}m, Conway and Vermeulen, 2003, The
presence and distribution of H I absorbing gas in sub-galactic sized radio sources, AA 404,
871.

Dr. Michael Lindqvist

Date of Birth: 6th May, 1960, Place of Birth: Vénersborg, Sweden

Education and degrees: Doctor of Philosophy, Chalmers Tekniska H"ogskola, December
1991. Supervisor Dr. A. Winnberg.

Thesis: A study of circumstellar envelopes: OH/IR stars in the galactic centre and carbon-
bearing molecules in the envelopes of oxygen-rich stars.

Subsequent career: Friend of VLBI at Onsala Space Observatory National Facility,

November 2002-present; Research engineer at Onsala Space Observatory National Facility,
September 2000-present; NASA/NICMOS fellowship at Onsala Space Observatory National
Facility, January 1997 — August 2000; Assistant telescope scientist at Onsala Space
Observatory National Facility, March 1996-December 1996;

ESA external fellowship at Sterrewacht Leiden, The Netherlands, March 1994- February
1996; Human Capital and Mobility Fellowship at Sterrewacht Leiden, The Netherlands, July
1993 — February 1994.

Another key person at Onsala is Dr. Michael Olberg.

SHANGHAI ASTRONOMICAL OBSERVATORY

Shanghai Astronomical Observatory (SHAO) is an institute of the Chinese Academy of
Sciences (CAS).

The observatory's main research activities fall into four divisions: astro-geodynamics,
astrophysics, very-long-baseline-interferometry (VLBI), and the technical laboratories.

Its observing facilities include a 25m radio telescope used for VLBI, a 1.56m optical
telescope, and a 60cm satellite laser-ranging system (SLR). There are also three technical
laboratories, researching hydrogen atomic clocks, VLBI techniques, and optical astronomy.

The Shanghai Center for Astro-geodynamics Research (SCAR) engages in measurement and
analysis of the component motions of the Earth, and researches into their dynamical
mechanisms, using astronomical data. In particular, modern space geodesy techniques are
used. The research topics include the rotational and orbital motions of the Earth, as well as the
mass motions of the Earth’s spheres, such as the atmosphere, hydrosphere, lithosphere,
mantle, and core. The Center is especially involved in studies of mechanisms by which the
Earth’s rotation varies, and interactions between the motions of the various spheres.

The division of astrophysics was formerly the second division of SHAO. It has a long history
in Chinese observational astronomy, dating back to its famous now one hundred year old
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40cm refractor. For many years, the central theme of the division’s research was stellar
clusters and the structure of the Milky Way. However, during recent years the division has
broadened its interests significantly, with its research now touching on almost all major topics
in modern astrophysics.

Some thirty scientists and a similar number of postgraduate students cooperate in a broad
program of research supported by funds from the National Natural Science Foundation, the
Department of National Science and Technology, and the Chinese Academy of Sciences, as
well as contracts with and grants from other government agencies. Our scientific
investigations are organized into four groups and two observational laboratories.

The VLBI division manages the Chinese VLBI Network (CVN) of the National Astronomical
Observatories of China (NAOC), which consists of two VLBI stations near Shanghai and
Urumgqi, and a two-station VLBI correlator in SHAO. There are also two new VLBI stations
being built near Beijing and Kunming which will start taking VLBI taking VLBI observations
in 2006.

The current VLBI division consists of two groups: the Sheshan VLBI station and the
VLBIlaboratory.

The Sheshan group takes VLBI observations at the Sheshan station, which include
observations for the European VLBI Network (EVN), the International VLBI Services for
Astronometry and Geodesy (IVS), the VLBI Space Observatory Programme (VSOP), the
Asia-Pacific Space Geodynamics Program (APSQG), as well as observations related to aircraft
navigation. Its duties are to maintain the station; to carry out upgrades on the VLBI system
(e.g. the MK4 and MKS5 recording systems, feel system, as well as C and L band receivers),
and to participate in VLBI technical development. Some members of the group also study the
radio jets of AGN with VLBIobservations.

The VLBI laboratory is the technology development center of the Chinese VLBI Network
(CVN). The purpose of the lab is to develop new VLBI technologies, both in hardware and
software, and to expand on VLBI applications. The laboratory built a two-station VLBI
correlator and developed a CVN disk-based recording system. Presently, the laboratory is
developing Digital BBC in collaboration with European colleagues, a new 5-station VLBI
correlator, and a real-time VLBI system.

The VLBI division also has taken on the responsibility of building the VLBI systems for the
new Beijing and Kunming stations. These systems consist of VLBI receivers, VLBI recording
systems, and hydrogen masers.

SHAO is responsible for the VLBI and SLR networks of the National Astronomical
Observatory of China (NAOC). It also hosts the central office of the Asia-Pacific Space
Geodynamics Program (APSG), as well as a partner group of the Max Planck Institute for
Astrophysics (MPA).

Prof. Xiaoyu Hong
Born 15 November 1961 in Fujian Province, China. Nationality: Chinese
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Education: Sep 1978—July 1982, PhysicsDept.,Xiamen University, Bachelor; Sep 1987-July
1990 Astrophysics, Beijing University, Master; Sep 1990—Oct 1993 Shanghai Astronomical
Observatory (ShAO), Ph. D.
Working Experience: Aug 1982—Aug 1987 ChongqingYangtz Ship Company, Teacher; Oct
1993—Aug 1995 ShAO, CAS, Assistant Professor; Aug 1995-Dec 1998 ShAO, CAS,
Associate Professor; Dec 1998—present ShAO, CAS, Professor; March 1999—present
SeshanVLBI Station of ShAO, CAS, Chief; July 1999—present VLBI Dept. of ShAO, CAS,
Chief; July 2001-March 2003 ShAO, CAS, Assistant Director;
March 2003-present ShAO, CAS, Deputy Director.
Publications: 2004, A&A, in press, X. Y. Hong, D. R. Jiang, L. I. Gurvits, M. A. Garrett, S. T.
Garrington, R. T. Schilizzi, N. D. Nan, H. Hirabayashi, W. H. Wang, and G. D. Nicolson “A
relativistic helical jet in the gamma-ray AGN 1156+295”;
2002, Apl. 577, 69, Jiang, D. R.; Zhou, J. F.; Hong, X. Y.; Gurvits, L. I.; Shen, Z.-Q.; Chen,
Y. J. “The Milliarcsecond-Scale Jet in the Quasar J1625+4134”; 2002, evlb.conf., 103, Hong,
X.Y.; Jiang, D. R.; Venturi, T.; Wang, W. H.; Tao, A.; Schilizzi, R. T. “Nuclear structures in
d--ray loud blazers”; 2001, A&A., 380, 123, Wang, W. H.; Hong, X. Y.; Jiang, D. R;
Venturi, T.; Chen, Y. J.; An, T. “An accelerated jet in DA193?; 2001, TAUS., 205, 116,
Hong, X. Y.; Jiang, D. R.; Schilizzi, R. T.; Nicolson, G.; Shen, Z. Q.; Wang, W. H. “VLBI
observations of a sample of 15 EGRET-detected AGNs at 5 GHz”.

OBSERVATORIO GEODESICO TIGO

The Geodetic Observatory TIGO is a Chilean-German cooperative project of
currently four institutions:

- Universidad de Concepcion (www.udec.cl)

- Universidad del Bio Bio (www.ubb.cl)

- Instituto Geografico Militar (www.igm.cl)

- Bundesamt fiir Kartographie und Geodéasie (www.bkg.bund.de).

The project is supervised by a Directive Board which consists of the highest representatives of
each Chilean institution and the responsible persons for TIGO of BKG. The Annual Report of
TIGO is reviewed by the Directive Board at its annual meeting. The Scientific Board of
TIGO coordinates science related activities on its frequent meetings.

TIGO is no legal person. By Chilean law the Universidad de Concepcion as legal person is
responsible for TIGO.

Dr. Hayo Hase was born in 1963 in Oldenburg i.0., Germany

1983-1990 study of geodesy at Bonn University, degree Dipl.-Ing.; 1990-1994 scientific
employee at the VLBI-group of Geodetic Institute Bonn University, installation and operation
of VLBI-station O'Higgins, Antarctica; 1994-2001 scientific employee at the Bundesamt fiir
Kartografie und Geodisie (BKG), design, construction and installation of the Transportable
Integrated Geodetic Observatory (TIGO) at Wettzell, Germany; 1999 doctorate thesis
"Theorie und Praxis globaler Bezugssysteme", Technical University Munich, degree Dr.-Ing.;
2002-2003 scientific employee of BKG, Head of TIGO in Concepcion, Chile; 2003-present
scientific official of BKG, Head of TIGO in Concepcion, Chile

JODRELL BANK OBSERVATORY (UniMan)
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Jodrell Bank Observatory, part of the School of Physics and Astronomy of the University of
Manchester owns and operates the 76-m Lovell Telescope (LT) and the 7-element
MERLIN/VLBI National Facility. Radio astronomy was pioneered at Jodrell Bank in the
1940’s-50’s, being famous for its work on radar echoes from meteors and from the Sputnik
launcher. There are around 100 staff and students on site at Jodrell Bank, 30 km south of the
city of Manchester. Current research is involved with all aspects of modern radio astronomy,
including investigations of the properties of pulsars, radio stars, radio galaxies and quasars,
starburst galaxies, mircoquasars, gravitational lensing and cosmology. Both single dish and
interferometer systems have been developed at Jodrell Bank, including the development of
radio-linked interferometers resulting in MERLIN. The LT and MERLIN are integral
components of the EVN, indeed JBO was one of the founding members of the EVN.

MERLIN is currently undergoing a ~ 10 Million Euro upgrade. The telescopes of e-

MERLIN, as the upgraded instrument will be known, will be connected with fibre-optic
cables each transmitting up to 30Gbps of data; new receivers, new digital transmission
equipment and a new broadband correlator will enable observations a factor of 10-30 more
sensitive than the current array. e-MERLIN will be operational in 2009. In addition, JBO
recently commissioned a 2.5 Gbps fibre link to Manchester and from there onto the UK’s
research network; this link was recently used for e-VLBI tests at JIVE, including the first e-
VLBI science. JBO staff have extensive experience in digital hardware, software and, more
recently, data transmission standards and protocols. A key goal of EXPReS is to include the
e-MERLIN telescopes transparently within the EXPReS e-VLBI network.

Key Jodrell Bank personnel associated with EXPReS include:

Dr Ralph E. Spencer is Reader in Radio Astronomy at the University of Manchester. His PhD
(1970) was in cosmic ray physics He has worked on the development of interferometers for
radio astronomy since the 1970’s, leading work on the development of phase stable radio
linked interferometers with 100 km baselines. This work led to the development of the
MERLIN array of 7 telescopes now operated as a National Facility by the University of
Manchester for PPARC. His interest in VLBI started in the late 1970’s and was responsible
for running VLBI operations at Jodrell Bank Observatory until the mid 1990’s, when the
National Facility took over. European development of the 1 Gbps MkIV tape VLBI system
was led by him until 2001. The electronics in this system now feed signals to the 1 Gbps Mk5
disc recorder used in routine operations. A pioneering demonstration at IGRID 2002 showed
the feasibility of using the internet at high data rates for VLBI, and work on this has continued
with recent developments using switched light paths provided by the UKLight project. The
ESLEA project, exploiting UKLight will enable up to 1 Gbps real time operations in e-VLBI.
He is head of the fibre optic group at Jodrell Bank which has developed the use of fibres in
radio astrronomy for data transport at rates up to 120 Gbps. His astronomy research has
concentrated on the properties of microquasars. He has over 200 publications. Ralph is a
Fellow of the Royal Astronomical Society and a Member of the New York Academy of
Sciences.

Dr Simon Garrington is the project manager for e-MERLIN, a 12Million Euro project to
upgrade the MERLIN network of radio telescopes spread across the UK. This has involved
the installation of approx 100 km of new optical fibre to connect the remote telescopes to dark
fibre trunks that have been leased from various providers. Along with the fibre connections,
the project includes new receivers, signal processing and transmission electronics and a new
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central correlator capable of handling 240 Gb/s input. He is also a lead investigator of
AstroGrid, the UK Virtual Observatory project, a lead member of ALBUS, an FP6-funded
software project and a task leader for SKADS, the Square Kilometre Array Design Study. He
has developed software for radio interferometry and continues to be involved in MERLIN and
VLBI operations at Jodrell Bank Observatory. His research uses arrays of radio telescopes
(EVN, MERLIN, VLBA, VLA) to address a range of topics from young stars to distant
galaxies and he has over 100 scientific publications, including well-cited work on radio
galaxies and quasars.

Other key personnel at Jodrell Bank are Paul Burgess (Snr. Scientific Officer) and Dr. A.
Gunn.

VENTSPILS INTERNATIONAL RADIO ASTRONOMY CENTRE (VIRAC)

VIRAC was founded in 1994 as non-profit research company with limited responsibility.
From December 2004 it is known as the research institute of Ventspils University College
(VeA). With the aim to attract reasonable research and renovation funding, VIRAC is
developing research activities in two directions (a) radio astronomy and VLBI (based on the
ex-soviet union RT-32 radio telescope) and (b) satellite data management systems (based on
RT-16 radio telescope). Educational activities together with Ventspils University College,
University of Latvia and Riga Technical University are of high importance for both research
directions. The administrative staff of VIRAC consists of 10 persons. Research staff consists
of 16 persons (including 10 persons with doctors degree in astronomy, physics, mathematics
or engineering). The Director of VIRAC is asoc.prof. dr.habil.phys. Juris Zagars, President of
the Research Council is prof. dr.habil.sc.ing. Zigurds Sika, Chef Engineer is dr.sc.ing. Valery
Bezrukov, Coordinator for VLBI activities is dr.phys. Ivars Shmelds.

The VIRAC institute operates a 32-meter fully steerable, Cassagrain type, parabolic,
centimetre-wave range antenna (RT-32) and a 16-meter diameter antenna (RT-16). The first
one is restored and in use after heavy damage caused by the Soviet army before its transfer to
Latvia after withdrawal of soviet troops from Latvia. The antenna system is of Cassagrain
type and the shortest working wavelength is about 3 c¢cm. The institution has the following
receivers at the moment:10.7GHz HEM transistor, Tnoise= 80K(system), f = 44 MHz;

12.0 GHz HEM transistor, Tnoise= 80K (system), f = 44 MHz; 327 MHZ, Transistor, Tnoise=
120K, f=2MHz.

The implemention of the following receivers are under way (they could be ready for use on
september, october 2005): 5010 MHz, HEM transistor, Tnoise= 65 K (expected), f = 250
MHz, 1280 MHz, HEM transistor, Tnoise 100 K (system), f=400 MHz

There are three active obsevational programmes running at VIRAC now: the investigation of
the antenna properties itself, observations of methanol masers at 12,2 GHz frequency and
observations and mapping of the solar active regions. Currently the main users of the facility
are the VIRAC staff. In the longer term the Institute hopes to play a role in the integration of
radio astronomy networks of Europe and the world, bringing a high-level contribution to these
networks. In particular, VIRAC aims to achieve a VLBI capability within the next 12 months
VIRAC is now integrated into the Ventspils University College and it has the excellent
opportunity of training young Latvian astronomers.
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VIRACS’ Dr. Valery Bezrukov (Chief Engineer of VIRAC) is the main person involved in
the EXPReS project. His CV follows:

CV of dr.sc.ing. Valery Bezrukov, Chief Engineer of VIRAC

Data of birth: December 04, 1950

Education:1959 — 1968, Secondary school , Latvia; 1968 — 1974: Riga Technical University,
Department of Power and Electrical Engineering , Latvia.

Degree: Engineer of electromechanic: 1988 — 1992 Postgraduate study at VNIIElektromash,
St. Petersburg, Russia. Degree: Cand.Tech.Sc: 1993 Latvian Academy of Science Institute of
Physical EnergeticsDegree: Dr.sc.ing.

Work experience: 1974 — 1988, Researcher, Latvian Academy of Science Institute of Physical
Energetics, Div. electrical machines. Since 1992: Senior researcher, Latvian Academy of
Science Institute of Physical Energetic, Lab. of modelling of electromagnetic processes

1994 — 2004: Senior researcher at Ventspils International Radio Astronomy Centre

since 2004: Senior researcher and Chief engineer of Ventspils International Radio Astronomy
Centre.

Research: 1974 — 2005: Control systems of synchronous electrical machines; since 1992:
Development of wind energetics and estimate of wind energy potential in Latvia; since 1994:
Control systems of electric drives of the radio telescope RT-32 and RT-16. Language
skills:Latvian — good, English — basic, Russian — excellent.

A.2 Sub-contracting

None of the work associated with EXPReS is foreseen to be subcontracted.

A.3 Third parties

None of the work is foreseen to be carried out using financial resources or resources in kind
by third parties.

A.4 Third country participants

EXPReS includes the participation of several third countries, including the USA, South
Africa, China, Chile & Australia. The participation of the organisations associated with these
countries is essential in order for EXPReS to realise its full potential. This is because the
technique of Very Long Baseline Interferometry (VLBI) relies on combining together radio
astronomy data from telescopes that are widely separated — the larger the separation between
the telescopes, the better the angular resolution of the VLBI image. For many decades, radio
astronomers located in all the major continents have collaborated together in order to form a
global VLBI network. The aim of EXPReS is to create a real-time e-VLBI global array of
radio telescope and this, by its very nature, requires the full participation of radio astronomy
(and networking) organisations outside of the EU.

For example, in terms of the optimum geographical distribution of the e-VLBI array, the
participation of NAIC in the USA will permit European astronomers to access an e-VLBI
network that includes the largest radio telescope in the world — the 300-m telescope in
Arecibo. This will permit not only very high resolution images to be made but will also boost
the sensitivity of the array. The participation of HRAO in South Africa provides the the
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EXPReS e-VLBI array with a baseline coverage that extends to the South hemisphere,
permitting detailed images of low-declination radio sources to be made. By including China
the array also extends to the east, creating a baseline of 9000 km between Yebes (ES) and
Shanghai (CN). The TIGO antenna located in Chile provides a very long baseline to the south
west of the central European core of the e-VLBI array. By combining data from these non-EU
sites it will be possible for astronomers to achieve milliarcsecond resolution, enabling them to
resolve the radio emission associated with galactic and indeed many extragalactic sources.
Without the participation of these non-EU organisations, the resolution of the e-VLBI array
will be degraded by at least a factor of 5.

The participation of AARNet and ATNF in Australia provides astronomers with the
opportunity to monitor equatorial radio sources through a full 24 hour observing period —
these sources would otherwise only be visible from Europe for a few hours each day. Since
the centre of the Milky Way is located at these low declinations, many of the most interesting
sources are located at these latitudes and it is often important to be able to measure continuous
changes in the radio source structure over times scales of many hours and days. High speed
connections will also exercise the ability of European astronomers to interact with Australian
facilities, a scenario of remote observing that may need to be used for next generation radio
telescopes such as the SKA, especially if it is located in the southern hemisphere.

The inclusion of these non-EU facilities greatly enhances the scientific capabilities of the e-
VLBI array and ensures that European astronomers will be able to conduct first-rate science.
In addition, each of these third country institutes bring a level of expertise to the EXPReS
consortium that will be important in order to realise all of the project goals.
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Contractor “C‘T("‘"" Third Contractor “C‘T("‘"" Third Contractor A ‘T("‘"" Third Contractor “C‘T("‘"" Third Contractor “C‘T("‘"" Third Contractor “C‘T("‘"" Third Contractor AC‘T,"”S‘ Thir e b
Partyes) - partyies) Partyies)  partyies) Partyies)  partyies) Payles)  partyies) Paryles)  partyies) Payies) — partyies) Payies)  pareyies) Partyies)  partyies)
Direct eligible costs 2457.41) 4,528.88| 6,986.29 0.00) 0.00)
of which direct eligible costs of 230000 230000 0 0
subcontracting
10 INAF (25 indirect eligible costs 49148 44578 937.26| 0.00) 0.00) 7.02355
Adjustment on previous period(s) 0.00 0.00 0.00
Total eligible costs 000 000 000 000 000 000 294889 000 000 000 000 000 000 000 000 7.274.66 000 000 10,223 55 0.00) 0.0
Direct eligible costs 367.20) 2,104.06 2,471.26 0.00) 0.00)
of which direct eligible costs of 000 0.00 0.00
subcontracting
1 MPG PYSRl] 1ndirect eligible costs 73.44 42081 494.25] 0.00) 0.00) 2,965.51
Adjustment on previous period(s) 0.00 0.00 0.00
Total eligible costs 000 000 000 000 000 000 440564 000 000 000 000 000 000 000 000 252487 000 000 2,965.51] 0.00) 0.00)
Direct eligible costs 21,960,62] 423.24 13,248.45 35,632.32) 0.00) 0.00)
of which direct eligible costs of 0 0 0
subcontracting
12 TKK PYSRl] 1ndirect eligible costs 4,392.12] 8465 2,649.69) 7.126.46 0.00) 0.00) 4275878
Adjustment on previous period(s) 0.00 0.00 0.00
Total eligible costs 26,352.74) 000 000 000 000 000 507.89 000 000 000 000 000 000 000 000 15,898.15 000 000 42,758.78| 0.00) 0.00)
Direct eligible costs 0.00 0.00 0.00
of which direct eligible costs of 0 0 0
subcontracting
13 CORNELL 2ol indirect eligible costs 0.00 0.00 0.00 000
djustment on previous period(s) 0.00 0.00 0.00)
Total eligible costs 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 0.00) 0.00) 0.00)
Direct eligible costs 87952 87952 0.00) 0.00)
of which direct eligible costs of 000 0.00 0.00
subcontracting
14 UMK PYSRl] 1ndirect eligible costs 175.90) 175.90) 0.0 0.00) 1,055.42
ustment on previous period(s) 0.00 0.00 0.00)
Total eligible costs 1,055.42 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 1,055.42 0.00) 0.00)
Direct eligible costs 5,045.22 949,37 5,994.59 0.00) 0.00)
of which direct eligible costs of 000 0.00 0.00
subcontracting
15 0s0 PYSRl] 1ndirect eligible costs 1,000.04 189.87] 1,198.92 0.00) 0.00) 710351
ustment on previous period(s) 0.00 0.00 0.00)
Total eligible costs 6054.26 000 000 000 000 000 113924 000 000 000 000 000 000 000 000 000 000 000 7.19351] 0.00) 0.00)
Direct eligible costs 300,777.35 97,5026 407,278.61 0.00) 0.00)
of which direct eligible costs of 000 0.00 0.00
subcontracting
16 SHAO PYSRl] 1ndirect eligible costs 0.00 0.00 0.0 25,000.00
ustment on previous period(s) 0.00 0.00 0.00)
Total eligible costs 000 000 000 000 000 000 000 000 000 000 000 000 30077735 000 000 97,501.26 000 000 407,278.61 0.00) 0.00)
Direct eligible costs 8,484.10 8,484.10 0.00) 0.00)
of which direct eligible costs of 000 0.00 0.00
subcontracting
17 UDEC [ZSBlll indirect eligible costs 17,304.94 17,304.94 0.00) 0.00) 21,546.99
ustment on previous period(s) 0.00 0.00 0.00)
Total eligible costs 000 000 000 000 000 000 000 000 000 000 000 000 848410 000 000 17.304.94 000 000 25.789.04 0.00 0.0
Direct eligible costs 10,514.64) 542.92] 732.37) 8,85251] 20,642.44) 0.00) 0.00)
of which direct eligible costs of 000 000 000
subcontracting
18 UNIMAN PYSRl] 1ndirect eligible costs 2102.93] 108.58| 146.47) 177050 4,128.48] 0.00) 0.00) 2477093
ustment on previous period(s) 0.00 0.00 0.00)
Total eligible costs 1261757 000 000 000 000 000 65150 000 000 87884 000 000 10,623.01 000 000 000 000 000 2477092 0.00) 0.00)




mmary Financial Report

pe of Instrument ect Title (or Acronym) |
Reporting period number I o (dd/mmiyyyy) March 1, 2006 February 28, 2007 I | Page |

Type of activities

Other specific activities: Other Specific Activities: Other Specific Activities Total eligible costs
coordination/Networking Transnational Access/Connectivity P (G)=(A)+(B)+(C)+(D)+(E)+(F)

() (E)

FCIFCF FCIFCF FCIFCF FCIFCF FCIFCF FCIFCF FCIFCF

Research and Technological

[
Eligible cos Development / Innovation
model
d

(in€)
us

Demonstration Management of the consortium
Contractor ~ Organisation Short
ne Name

convacior | ACT TG conacior ACT LG convaer 20 T ] conacor | ACT TG e ACTR T convacior Ao Tl convacior | ACTH T s AcThid
PAYES) L es) PAYES) Lo es) PALY(ES) Lo es) PAY(ES) Lo ies) PAYES) Lo es) PAYES) Lo es) PAYES) Lo es) party(ies)
Direct eligible 303.00) 209,662.00] 209,965.00] 0.00) 0.00)
VeANVIRAC gible costs 61.00) 41,932.00| 41,993.00| 0.00| 0.00| 40,364.00

ustment on previous period(s) 0.00) 0.00| 0.00|

Total eligible costs 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 364.00 0.00 0.00 251,594.00] 0.00 0.00 000 000 000 251,958.00| 0.00| 0.00|
mour] o] oo oo o] ool womws]  oof  ood[ msweo] o] ool smmoms]  wof  oof wooms] oo ond wmsms] o] o[ sa2518.01) oo o] oo

Total eligibl

192,964.77 0.00| 99,020.87 218,580.02 1,825,027.5: 1,761,957.6( 4,097,550.8 0.00|

Requested EC contribution for the reporting period (in €) without taking into
account receipts

Requested EC contribution for the reporting period (in €) taking into account receipts [=Periodic Invoice]

Amount of the financial interests generated by the prefinancing




Report on the Distribution of the Community's contributi

Type of Instrument 13 Project Title (or Acronym) EXPReS 26642 |

Community's prefinancing (or payment) sent to the coordinator (1)
Reporting Period l (2) i i i i i i i i i i
From Final payment
To‘a'(I;'\(’:OU”‘
Amount Amount Amount

Part Il on of the Community's prefinancing (or payment) between contractors according
Reporting Period 1 Reportlng Perlod 2 Reporting Period 3 Reporting Period 4 Reporting Period 5 Reporting Period 6 Reportlng Period 7 Final paym

Total Amount

CEniEsEn Orgam;z:l:; S ngzgy Date(s) (5) AT:;ng(s) Date(s) (5) AT(?,;I gt)(s) Date(s) (5) ATI;;Jg(S) Date(s) (5) ATIS';I[;(S) Date(s) (5) An;lg;Jg;(s) Date(s) (5) ATGO,L)I ?;)(s) Date(s) (5) AT:;ng(s) (N ®
2006 oct 3 497250 497,250.00
0.00
1 JIVE 0.00
0.00
Total RS ot | 0.00 0.00 0.00 0.00 0.00 0.00 0.00 497,250.00
2006 oct 3 3570 3,570.00
0.00
2 AARNET PTY LTD 0.00
0.00
[Total RSO Total | 0.00 0.00 0.00 0.00 0.00 0.00 0.00 3,570.00
2006 oct 3 2550 2,550.00
0.00
3 DANTE 0.00
0.00
[Total | 2,550.00) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2,550.00)
2006 oct 3 44030 44,030.00
0.00
4 PSNC 0.00
0.00
[Total | 44,030.00 0.00 0.00) 0.00 0.00) 0.00 0.00) 0.00 44,030.00)
2006 oct 3 1530 1,530.00)
0.00
5 SURFnet 0.00
0.00
[Total | 1,530.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1,530.00
2006 oct 3 25755 25,755.00)
0.00
6 ASTRON 0.00
0.00
[Total | 25,755.00 0.00 0.00) 0.00 0.00) 0.00 0.00) 0.00 25,755.00
2006 oct 3 27455 27,455.00)
0.00
7 CNIG-IGN 0.00
0.00
[Total | 27,455.00) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 27,455.00)
2006 oct 3 6800 6,800.00
0.00
8 CSIRO 0.00
0.00
[Total | 6,800.00) 0.00 0.00) 0.00 0.00) 0.00 0.00) 0.00 6,800.00
2006 oct 3 4250 4,250.00)
0.00
9 NRF 0.00
0.00
[Total | 4,250.00) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 4,250.00)
2006 oct 3 44455 44,455.00
0.00
10 INAF 0.00
0.00
[Total | 44,455.00 0.00 (8| Total | 0| Total | (8| Total | | Total | 0.00) 0.00 44,455.00)
[Page n°/ ] 1 [ 3 |

Report on the Distribution of the Community's contribution

Type of Instrument 13 Project Title (or Acronym) EXPReS 26642 |

Part Il Distribution of the Community's prefinancing (or payment) between contractors according to the consortium decision(s) (1
Reporting Period 2 | Reporting Period 3 Reporting Period 6 | _ Reporting Period 7| Fmalpayment ||




Total Amount

Cumr:;acmr Olganl;ztr:)g Short Date(s) &) AT/S;J:;(S) Date(s) &) Amount(s) Date(s) ) AT[;)';J:;(S) Date(s) &) Ar?lg;igt)(s) Date(s) &) Amount(s) Amount(s) Date(s) ) AT:';J:;(S) " ®
2006 oct 3 86955 86,955.00)
0.00
11 MPG 0.00
0.00
[Total | 86,955.00 0.00 0.00) 0.00 0.00) 0.00 0.00) 0.00 86,955.00
2006 oct 3 78455 78,455.00)
0.00
12 TKK 0.00
0.00
[Total | 78,455.00) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 78,455.00)
2006 oct 3 19550 19,550.00
0.00
13 CORNELL 0.00
0.00
[Total | 19,550.00 0.00 0.00) 0.00 0.00) 0.00 0.00) 0.00 19,550.00
2006 oct 3 6205 6,205.00
0.00
14 UMK 0.00
0.00
[Total | 6,205.00) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 6,205.00)
2006 oct 3 27880 27,880.00)
0.00
15 0s0 0.00
0.00
[Total | 27,880.00 0.00 0.00) 0.00 0.00) 0.00 0.00) 0.00 27,880.00
2006 oct 3 23800 23,800.00)
0.00
16 SHAO 0.00
0.00
[Total | 23,800.00) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 23,800.00)
2006 oct 3 10710 10,710.00
0.00
17 UDEC 0.00
0.00
[Total | 10,710.00 0.00 0.00) 0.00 0.00) 0.00 0.00) 0.00 10,710.00
2006 oct 3 99535 99,535.00)
0.00
18 UNIMAN 0.00
0.00
[Total | 99,535.00) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 99,535.00)
2006 oct 3 10285 10,285.00
0.00
19 VeAIVIRAC 0.00
0.00
[Total | 10,285.00 0.00 (8| Total | 0| Total | (8| Total | | Total | 0.00) 0.00 10,285.00

[Pagen°/ | 2 3

s o | G o2 IO oo W) o D) o+ ) rox | oo e ]

of the Commun contractors accor

Total ()
the consortium decisi S) ¢

Part 111
Reporting Period 1 Reporting Period Reporting Period 3 Reporting Period 4 Reporting Period 5 Reporting Period 6 Reporting Period 7 Final paym

CCRIIRIES CHMERET) (0 (FEHNEI) Moty 550980.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 #REF!
distributed between contractors (Z) (7)

to the coordinator and Total

| certify that the information set out in this(these) form(s) is accurate and correct and agreed by all contractors.

ate
(dd/mmlyyyy)

| authorised to commit the organisation of the

Surname (8
®) coordinator (8)

[Page n°/ ] 3 [ 3 |

Explanatory notes

(1): To befilled in only by the Commission services.

(2): Established in conformity with articles 4.2 and 6 of the contract.

() ()=(A)+(B) +(C) + (D) + (E) + (F) + (G) + (H)

(4): To befilled in only by the coordinator.

(5): Insert the dates (dd/mm/yyyy) and the amounts (x,xxx.xx €) transferred to a contractor (including the coordinator) for a reporting period. If there are more than one transfer to a contractor during a reporting period, identi



(6): (N =(A)+(B)+(C)+ (D) + (E) + (F) +(G) + (H)
?:@)=X)-(v)

(8): One the following persons : authorised contact person or first or second administrative official authorised to sign the contract, as mentioned in your Contract Preparation Form (Form A2b)



Technical Annex 1: Second Period Plan

1. IMPLEMENTATION PLAN
1.1 Management Activity

1.1.1 NA1: Management of 13

The 18 month plan (project month 13 to 31) for NA1 contains no radical changes or deviations from
the original plan. No new deliverables have been added. The deliverable in the first 12 months for
NA1listhisannua report. All milestonesidentified in the first 18 month plan have been addressed
and no new milestones will be added.

There are several administrative elements to address. Each is detailed below with references to other
sections of this report as several of the changes require longer supporting documentation.

- Changein Project Coordinator

Through the monthly reports, the EC. was notified of the change from Mike Garrett to Huib Jan van
Langevelde. Through email discussions with EXPReS's new Science Officer Jean-Luc Dorel, the
project office was informed that the notification in the monthly report was sufficient to initiate the
formal changes necessary from the EC.’ s point of view. However, the project office was asked to
submit aC.V. for van Langevelde. The full document isincluded as an appendix in Section E.

- Addendum to the Consortium Agreement

The EXPReS Board discussed and agreed upon an addendum to the Consortium Agreement. The
formal changes were distributed to our partners and all have signed and returned the document. The
full text of the document isincluded as an appendix in Section E.

- Errorsininitial "A Forms"

Early in the project, Michael Garrett notified our Science Officer that the amount of funding received
for the first 18 months was larger than expected. The inconsistencies resulted from differencesin the
A Forms. At that time, the advice was to proceed with the project and correct the inconsi stencies
during the Annual Review.

Project communications were using the 18 month distribution as outlined in "Table 3 - Summary table
of expected budget and of the Community contribution requested to 18 months" in Annex 1
Description of Work and consistent with A3.3. The total requested EC contribution for the first 18
months was expected to be 1,201,200 EUR. Thisisthe figure that was used when funds were
distributed to our partners.

A3.1and A3.2 indicate that the total Requested EC. Contribution for the three years of the project is
3,900,000 EUR. Using the quantities listed, the 18 month distribution is 1,850,000 EUR. Thissumis
inconsistent with the amount in the A3.3 and Table 3.

The Project Office received 1,572,000 EUR to be distributed to the partners. The distribution of
funding followed the figures listed in Table 3 and Form A3.3. The remaining funds and next
distribution take into account the inconsistencies.

- Errorsininitial Deliverables and Milestone tables

The Project Office noted to our Science Officer some typographical errors and inconsistenciesin the
Deliverables and Milestone tables early in the project. The errors were generally small and did not
=¥ g FP6 |3 Contract 026642
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involve major activitiesin the first 12 months of the project. The recommendation was to identify
these itemsin the First Annual Report and correct the tables as appropriate. The tables have been
identified in the historical review and are corrected in the next 18 month plan per activity.

These difficulties may be aresult of the large number of deliverables and their organization. The
project considered combining deliverables to consolidate their presentation, but thisinitial exercise
proved more confusing for the regular operation of the project. The project office will continue to
seek waysto clarify the organization of the deliverables and will consolidate deliverables as
applicable and appropriate for the next review. The project office will continue to track and identify
deliverables that are past due using the project wiki and direct communication technigues.

- Unexpected Travel Costs

Over thefirst year, we learned a bit about the financial spending for our partners. One of the itemswe
will need to address is the radically different cost of travel for our international partners. Specifically,
the cost for our Chilean and Australian partners are particularly difficult. Both have been active in the
project with Australia providing the Vice-Chair for our Board. In order to improve participation, we
continue to schedule EXPReS meetings near other meetings that will draw our partners. We hopeto
provide some additional funding for our more distant partners.

The project office will investigate the use of existing video conferencing technologies as a supplement
to existing meetings. While the tools and technol ogies have matured considerably over the past few
years, none of them have been able to address the time zone problem that effects all globally
distributed projects. The project office will work to determine if video and related collaborative tools
can naturally integrate into existing communications systems and will also compare with the
experience of other projects.

1.1.1.1 NA1: Deliverables and Milestones Tables

Deliverables for the remainder of the project (months 13-36). NA1 has completed all milestones
listed in the DOW and does not plan to add any additional.

D# AD# Deliverable Description Lead Delivery month Status
Planned | Actual
D81 NA1.02 | Annua report (incl. Financial information) to EC JVE 24
D111 | NA1.03 | Annual report (incl. Financial information) to EC JVE 36
D112 | NA1.04 | Fina Report to Board and EC JVE 36
D113 | NA1.05 | Fina Planfor using and disseminating knowledge JVE 36
D114 | NA1.06 | Implementation of the Gender Action Plan JVE 36
D115 | NA1.07 Raising public participation and awareness JVE 36

1.1.1.2 NA1: Period 2 Distribution

P# | Short Name Period 2 Requested Distribution
1 JVE 106,575 €
2 AARNET 1575€
3 DANTE 2775€
4 PSNC 1575€
5 SURFnet 1575€
6 ASTRON 1575€
7 CNIG-IGN 1575€
8 CSIRO 1575€
9 NRF 1575€
10 | INAF 1575€
11 | MPG 1575€
o M FP6 13 Contract 026642
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12 | TKK 1575€
13 CORNELL 1575€
14 UMK 1575€
15 08O 2,400 €
16 SHAO 1575€
17 UDEC 1,725€
18 UNIMAN 1725€
19 | VeAVIRAC 1,725€

1.2 Networking Activity
1.2.1 NA2: EVN-NREN Forum
1.2.1.1 NA2: Deliverablesand Milestones Table

Several minor errors were identified in the NA2 Deliverables. The errors and corrections are noted
as.

» DB82isgiven activity deliverable number NA2.08. No number was associated

» DB82islisted as support for Annual Report 2 and should be listed as support for Annual
Report 3. The description and planned delivery month are modified to reflect the changes.

e Activity D90 isgiven AD# NA2.09. Activity D90 isthen immediately removed asit is
redundant with D88.

« D31, D82 The lead for the annual report activity isidentified as DANTE, the leader of the
activity. Note that the overal responsibility for the Annual Report remains as adeliverable
under JVE.

As EXPReS matures, there will be increased need for strong ties between the different network
engineering groups. The EVN-NREN forum will work to increase the communication between the
networking communities in astronomy and infrastructure through additional meetings and an
expansion of the EVN-NREN mailing list. Through this type of forum, issues can beidentified and
addressed between established contact points.

The table below shows the errors in red with the corrections. D90 will remain in the table, but struck-
out to indicate its cancellation.

D# AD# Deliverable Description Lead Delivery month Status
Planned | Actual

D48 NA2.03 | EVN-NREN meeting No. 2 JVE 18

D31 NA2.04 | NA2annual report No. 2 (as part of EXPReS Ann. 24

Rep No. 2)

D82

EVN-NREN meeting No. 3
D89 NA2.06 EVN-NREN representatives present EXPReS
networking results at the e-VLBI Science &

Technology Workshop

26

NA2 annual & Final reports
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No changes are planned for the Milestonestable.

M# AM# Milestones Description Lead Delivery month Status
Planned | Actual
M4 MN2.1 EVN-NREN chair attends EXPReS Board Meeting | DANTE | 2 6 complete
No. 1
M5 MN2.2 EVN-NREN chair attends EXPReS Consortium DANTE | 14

Board Meeting No. 2

M6 MN2.3 EVN-NREN chair attends EXPReS Board Meeting | DANTE | 26
No. 3

1.2.1.2 NA2: Period 2 Distribution

P# | Short Name Period 2 Requested Distribution

1 JVE 14,475 €
2 AARNET 2,100 €
3 DANTE 6,075 €
4 PSNC 1,350 €
5 SURFnet 1,350 €
6 ASTRON 818 €
7 CNIG-IGN 825 €
8 CSIRO 1500 €
9 NRF 1500 €
10 INAF 825 €
11 MPG 825 €
12 | TKK 825 €
13 CORNELL 1,500 €
14 | UMK 825 €
15 | 0sO 825 €
16 | SHAO 1500€
17 UDEC 1,650 €
18 | UNIMAN 825 €
19 | VEAVIRAC 827 €

1.2.2 NA3: eVLBI Science Forum

Within NA3 the eV SAG (e-VLBI Science Advisory Group) will remain an active form for discussing
policy to promote end-user science with the e-VLBI infrastructure. Inthefirst year e-VLBI as been
organized with one 24hr session every 5 weeks in between the EVN’ s disk based runs. Proposed
observations for e-VLBI on these fixed dates are submitted 2 weeks before the observation date and
are evaluated by the EVN PC. It isexpected that this system will evolve in two ways:

1) In 2008 when the capability of e-VLBI will equal or exceed disk based VLBI it is possible
that e-VLBI will replace a significant part of the disk based observations in the standard
EVN sessions. In addition for time variable ‘targets of opportunity’ we will investigate
moving to a system when e-VLBI runs can be set up at short (few days) notice

2) Inthe second half of 2007, where e-VLBI is still on fixed dates which are scheduled well in
advance, we are planning to enhance the capabilities for science viaa new proposal
mechanism.

Within the eV SAG, a sub-group has been set up to investigate options within point 1 for e-VLBI use
in 2008 (to be reported and discussed at the next eV SAG face-to-face meeting in June 2007).
o M FP6 13 Contract 026642
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Under the second point above there is extensive eV SAG discussions ongoing by email on an
improved proposal system for e-VLBI; afina policy approved by the PC will bein place by early
May when the next regular EVN call for proposals goes out. The essence of e-VLBI is speed and the
challenge isto design a proposal system which allows users rapid access to new unpredicted and
rapidly changing astronomical events while still ensuring a high scientific standard via peer-review.
At present the discussion centers on allowing a new class of ‘triggered’ proposals. These proposals
would be submitted for the usual EVN deadlines of 1st February, 1st June and 1st October and would
be fully reviewed and rated by the EVN program committee. The proposals would contain alist of
potential target sources together with a proposed ‘trigger’ criteria (perhaps becoming brighter than a
certain level in radio monitoring with other telescopes or an X-ray flare occurring). Approved
projectsin this class would be activated if atrigger request with supporting evidence is submitted and
approved by the PC chair up to three days before the e-VLBI run. In addition to this class of
observations another class of general, non-time critical observations would be created which could be
submitted by the normal deadlines. Observationsin this classwill be observed if no higher rated
triggered proposals occur. Finally there would be mechanisms available for ‘quick look’ calibrator
observations and to enable totally unpredicted (i.e., no source positions known beforehand), very high
priority observations to be observed in e-VLBI runsif they occur just before a scheduled observing
opportunity.

1.2.2.1 NA3: Deliverables and Milestones Table

The next deliverableis the 3rd face to face meeting which is expected to be on time and be held in
mid-June (perhaps connected to the EVN PC’s next meeting). In the revised plan below the e-VLBI
science workshop has (relative to the original DOW) been moved one month later (till October 2008)
because of teaching commitments of the main organizer (eV SAG chair -John Conway). Thiswill
cause a one month shift in the date of publications form this workshop.

A minor error was identified in the original deliverables table with D94 lacking aLead. OSO has
been identified and added.

D# AD# Deliverable Description Lead Delivery month Status
Planned | Actua

D46 NA3.2 €V SAG meeting No. 2 0OSO 16

D91 NA3.3 €V SAG meeting No. 3 0SO 26

D94 NA3.4 e-VLBI Workshop held in Onsdla

D107 | NA35 Publication of e-VLBI Workshop proceedings 0SO

The eVSAG chair will continue to play an activerolein informing the rest of the project of the views
of the committee (and keep abreast of developmentsin other parts of the project). He will attend all
future meetings of the EXPReS board (and most likely all meeting of the ECN board).

No changes are planned for the Milestonestable.

M# AM# Milestones Description Lead Delivery month Status
Planned | Actua
M8 MN3.2 | eVSAG chair attends EXPReS DANTE | 14
Consortium Board Meeting
M9 MN3.3 | eVSAG chair attends EXPReS DANTE | 26
Consortium Board Meeting
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1.2.2.2 NA3: Period 2 Distribution

P# | Short Name Period 2 Requested Distribution

1 JVE 9,300 €
2 AARNET 0€
3 DANTE 0€
4 PSNC 0€
5 SURFnet 0€
6 ASTRON 1,200€
7 CNIG-IGN 1200€
8 CSIRO 2250€
9 NRF 2250€
10 INAF 1,200 €
11 | MPG 1200€
12 | TKK 1,200 €
13 | CORNELL 2250€
14 | UMK 1,200 €
15 | 0sO 7,200 €
16 | SHAO 2250€
17 | UDEC 2250€
18 | UNIMAN 1,200 €
19 VeA/VIRAC 1,200 €

1.2.3 NA4: E-VLBI Outreach, Dissemination & Communication

1.2.3.1 NA4: Deliver ables and Milestones Table

Over the next 12 months, we will move the focus from internal to external elements, focusing on

hel ping disseminate scientific work completed using EXPReS. |n addition to planned dissemination

material, the project will consider ways to leverage scientific results of e-VLBI in addition to the

current

As mentioned previously, NA4 milestones for the first 12 months were modified. Their planned due
date was changed from afixed date to an "ongoing activity" to reflect the true nature of the

deliverable. Those deliverables are D10 and D34. For upcoming deliverables:

e D49 will maintain its focus on adisplay stand and will not be assumed to be an ongoing

deliverable.

In addition, afew minor changes are identified for the deliverable and milestone tables.

e D49 will have JBO asthelead. Thisisaresult of maternity leave for the public outreach
officer and the official delegation of the task to Alastair Gunn at JBO/Manchester.

« D83 did not have an associated lead. JVE isidentified as the primary, but close
cooperation with DANTE will continue to focus on the Network-centric events
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D# AD# Deliverable Description

D49 NA4.05 | Generation of new PR material (phase 2)

events.

D83 NA4.06 e-VLBI Demonstration and attendance at Network
events.
D117 NA4.07 e-VLBI Demonstration and attendance at network

Lead Delivery month Status
Planned | Actud
18
24

JVE 36

The remaining milestone for NA4 islisted below. Notethat in the Description of Work, due dates
were not identified. The M 14 press release is expected at the end of the project and islisted as such.

M# AM# Milestones Description Lead Delivery month Status
Planned | Actud

M14 | MN4.5 | Pressrelease announcing the EXPReSe- | JVE

VLBI facility as an open, production-level

facility open to all astronomers. Other

milestones include: the appointment of

the EXPReS Outreach Officer

1.2.3.2 NA4: Period 2 Distribution

P# | Short Name Period 2 Requested Distribution
1 JVE 90,675 €
2 AARNET 0€
3 DANTE 0€
4 PSNC 0€
5 SURFnet 0€
6 ASTRON 0€
7 CNIG-IGN 0€
8 CSIRO 0€
9 NRF 0€
10 INAF 0€
11 MPG 0€
12 | TKK 0€
13 CORNELL 0€
14 UMK 0€
15 0SSO 0€
16 SHAO 0€
17 UDEC 0€
18 UNIMAN 20,625 €
19 | VEAIVIRAC 0€

1.3 Service Activities
1.3.1 SA1: Production e-VLBI Services

1.3.1.1 SA1l: General Comments

Several factors have influenced the order in which work packages were tackled during the first year.

1. Thedifficulty in finding suitable candidates unavoidably caused delays.
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2. Early onin the project we realized that the original plan did not sufficiently take the
complexity of the correlator system into account. Because of this we decided to start the
software engineers off on some specific well-defined elements of the work packagesto give
them a chance to familiarize themselves with the system.

3. Inorder to be able to offer an e-VLBI service to the astronomical community from the very
first day of the EXPREeS project on, we had to have an operational systemin place. For this,
anumber of rigorous modifications to the control system had to be made by the regular
JVE staff, in part before the actual start of the EXPReS project.

Asaresult of this, severa deliverables have been produced that were not due for many months, while
other deliverables were delayed. But although the order of deliverables may have been atered, the
project as awhole iswell on schedule. Changes to the timeline will be addressed in the plan for the
next 18 months. First we will concentrate on the delayed deliverables.

It should be noted that D35 and D28 were both numbered as DSA 1.5 in the original EXPReS
Description of Work (page 102). Judging from the accompanying GANTT chart and the description
of the work packages it seems clear that the planned delivery months were swapped as well. In the
deliverablestable in this section the numbering has been corrected accordingly.

The service provided to astronomers continues to evolve and improve. The need for new toolsis
recognized and many of these tools fall into existing deliverables and activities. The Cactii tools
installed at JIVE help track the status of network connections and are the first stagein a more
complete set of network monitoring toolsto be delivered as part of SA1.18. These network
monitoring tools will work in conjunction with current investigations into related efforts to assist in
network quality. For example, PSNC has investigated the use of QOS as a possible tool for data
transport across their current connection to GEANT.

1.3.1.2 Delayed deliverables

. SAL.2: Job preparation utilities

Thisis one of the deliverables that had to be delayed until our new software engineers were
sufficiently up to speed to tackle it. The work package summary lists 1) the purging of utilities of non-
relevant actions, and 2) optimization for real-time case. Much work has been spent on timing the
system and identifying delays (http://www.jive.nl/~jive_cc/sin/sin9.pdf), which has aready led to a
considerable improvement in its real-time behavior by cutting down on start-up and configuration
times. Some additional work is still in progress. The work package description further mentions
purging utilities from irrelevant functions concerned with magnetic media, and changing the data
entry path. At this point, it does not seem likely that this will actually happen. Magnetic mediaare
bound to be used for some time yet, and the EVN telescopes do not only participate in astronomical
observations, but are also part of geodetic VLBI arrays. It does not seem feasible (or advisable), to
one-sidedly change the way observations are scheduled. Rationalizing and streamlining the current
scheduling process will be far more efficient.

. SA1.3: Fast/adaptive scheduling tools

Work on this deliverable had to be postponed as well to allow our new software engineersto
familiarize themselves with the intricacies of VLBI. Thefirst element, afield system based daemon,
has been created, and further devel opment will continue depending on the availability of field systems
and test time.
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. SAl.4: eMERLIN VS interfaces design

This deliverable was partly fulfilled (http://www.jive.nl/dokuwiki/doku.php/fabric:wpl), but further
development awaits the delivery of various parts of hardware. A detailed description of the status of
SAl.4isto befound in section 1.5.1.2.2 of this document.

. SAL.5: Network protocol decision

A lot of work has been done on network protocol research over the past years, both at JVE and at the
University of Manchester. A final decision however cannot be made until a number of hard- and
software devel opments come together. Serious testing with different transport protocols at high data
rates will only be possible when the Mark5A hardware upgrade is finished, and when the Mark5A
software, developed and maintained at Haystack Observatory, has been upgraded to reliably function
under new Linux kernels.

. SAL.7: Monitored information handling modules

Work on this package was delayed until most of the hardware changes have taken place, asthe
amount and nature of monitoring information will depend to some degree on the available hardware.
It isnot clear at this point of the project if it will be useful to store the monitoring information at all,
and if asimple SQL database will not be sufficient.

1.3.1.3 Accelerated deliverables

. SAL1.10: Real-time data processor control software

Completion of this deliverable was an absolute pre-condition for offering an e-VLBI serviceto the
astronomical community. Work was started well before the EXPReS software engineers were hired,
in fact even before the start of the project itself, and consisted of arigorous re-writing of large parts of
the correlator control code.

. SAL.11: Real-time pipeline, SA1.12: Visibility monitor

The real-time pipeline and the visibility monitor were perfect projects for the new software engineers
to familiarize themselves with the correlator system and data format issues.

. SA1.15: VS Interfaces

The moveto VSl interfaces involves a variety of hardware components that had to be designed,
ordered and produced at different locations. Seria links were manufactured at ASTRON in
Dwingeloo and MPIfR at Bonn, Correlator Interface Boards at Haystack Observatory and Mark5B
upgrade kits at Conduant, USA.

. SA1.17: Flexible local GE network

The expansion of the connectivity of JIVE to SURFnet needed to connect more telescopesto JVE
both through dedicated lightpaths and an | P routed connection forced us to move this deliverable
forward.

. SAL1.21: Monitoring user interfaces

This deliverable was treated as an integral part of SAL1.7.
1.3.1.2 SAl: Workpackage Summary

The following table is roughly identical to table SA1.1: Work Package Summary, in the EXPReS
Annex 1 —“description of work” (page 88). Finished deliverables have been removed, and the
deliverable numbers (both project specific and general) have been added. The yellow entries are
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newly defined deliverables, the blue entries denote outsourced FTES (under a contract with Haystack
Observatory). Testing, aslisted in the original table, is omitted from the table, asis WP7 (e-VLBI
tests and demonstrations). Tests are being run nearly continuously, and demonstrations and science
runs are scheduled and organized by the e-VLBI support scientist, as part of his general tasks
(increasing awareness of e-VLBI in the astronomical community, researching new applications,
supporting e-VLBI observers, testing of new capabilities, scheduling, and general outreach).

Work Package

D#

AD#

Objectives

FTE

Deliverable

WP1: Operational | mprovements
for eVLBI

Revise

and augment observation/correl ation software an
real-time operation

d associated utilities for

1.1 Job preparation utilities

D11

SAl1.2

Purge utilities of non-
relevant actions
Optimize for real-time
case

0.2

Real-time data processor
control software

1.4 Use of WSRT synthesis data for
e-VLBI calibration

Absolute flux calibration
using WSRT synthesis
data, obtained in parallel
to phased array output

04

WSRT data processing
pipeline

1.5 Space craft tracking correlator
mode

Create correlator
operating mode allowing
rapid switching between
real-time observations of
calibrators and disk
recording at JIVE, for
subseguent processing on
software correlator

0.1

Operationa space craft
tracking mode

1.6 On-the-fly fringe fitting

Perform fringe fitting on
the fly, to improve rapid
detection of faint sources

0.1

Fringe-fitting tool

1.7 Mark5A code modifications

Modifications to Mark5A
code to support e-VLBI
with new Linux kernels

0.1

Mark5A code
modifications

1.8 Mark5B code modifications

Modifications to Mark5B
code to support e-VLBI
and compatibility with 64
BOCF operations

0.2

Mark5B code
modifications

1.9 Automated correlator diagnostics

Create atool that
monitors all available
system diagnostics and
automatically issues
specific fault warnings

0.4

Diagnostic tool

1.10 Removing/adding stations from
the correlation process on the fly

Modify control code to
alow removing and
adding stationsto a
running correlator job
without the need of are-
start

0.1

Madified control code

WP2: Data transmission
developments

Actions to improve the data rate and robustness
R&E networks

of e-VL

Bl data transfers across the

2.2 Application layer improvements

D95

SA1.20

Re-arrange mapping of
datato enable full use of
available network
bandwidth

0.2

Improved network
applications

2.3 Transport protocol evaluation and
selection

D28

SAL15

Determine which of the
available protocolsis
optimum for e-VLBI

0.2

Protocol decision

2.4 Network monitoring

D84

SA1.18

-Deploy monitoring
clients across the network
-Prepare tools for

0.6

Network monitoring tools
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integration and
presentations of network
status information
-Devise and implement
strategies for optimum
network utilization

2.6 Investigating a 1024M sub-array

Investigate the possibility
to connect upto 5
telescopes at >1Gbpsin
order to enable full
1024Mbps e-VLBI

0.1

Feasibility report

WP3: Target of Opportunity
Support

Facilitate and allow

dynamic scheduling of the observati

on

functions

3.2 Fast/adaptive re-scheduling D12 | SAL13 Enable rapid and 0.9 Fast/adaptive scheduling
selective revision of tools
observationa objectives
and parameters
3.6 Enhancements & additions to real- Modifications based on 04 Improved functionality of
time pipeline user requests and real-time pipeline
operational
considerations
3.7 Real-time download and Download station log 0.2 Real-time station
extraction of station information files as they are written information display and
and extract both calibration tools
instantaneous telescope
status and calibration
information
WP4: Real-time monitoring Provide feedback to tel escopes and data processor enabling operators to achieve

optimal performance and to isolate and correct faults during the observation

existing monitoring tools

user requests and
operational
considerations

4.2 Information handling D36 | SAL7 Collection, manipulation | 0.2 Monitored information
and storage of handling modules
information

4.5 Enhancements & additions to Modifications based on 0.4 Improved functionality of

monitoring tools

WP5: Data processor upgrades

Data processor har

dware upgrades to remove redundant,

tape-media specific

Mark5 hardware (such as
motherboards, memory,
power supplies)

elements and otherwise optimize infrastructure for e-VLBI

5.1 VSl hardware changes D54 | SA1.15 | Upgrade disk/network 0.3 VSl interfaces
interface to VS| standard

5.2 VSl software changes D53 | SA1.16 | Adjust correlator control 0.9 VSl support software
software to operate in
VS hardware
environment

5.3 Flexible local GE network D71 | SA1.17 | Toadllow flexibledata 0.2 Flexible local GE network
processor/telescope
mapping

5.5 Mark5 hardware upgrade Complete upgrade of 0.2 Upgraded Mark5 units

WP6: addition of MERLIN
telescopes

e-MERLIN enhancements enabling MERLIN telescopes to be added transparently

tothee-VLBI arra

6.1: eMERLIN VSl interfaces

D27

SAl4

Provide direct digital
output from multiple e-
MERLIN telescopes for
transmission to JVE
using VSl protocol

0.9

e-MERLIN VSl interfaces

The focus of SA1 for the next 18 months will be on

1. adaptive scheduling

2. conversion of the Mark5A to Mark5B V Sl-compatible units
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3. increasing the operational datarate
4. improving the flexibility and robustness of the correlation process.

Of course, there is aconsiderable overlap in the work needed to obtain these goals. As can be seenin
the previous table, quite afew new deliverables have been defined. During the first year we found that
some deliverables required less effort than had been estimated, and that several others had been
severely underestimated. Through running an actual e-VLBI service we also became aware of some
important features that were missing from the original project plan. But, mainly because of the work
effort put into the EXPReS project by the regular JVE staff, we still have sufficient time and
manpower left in the project to address these issues.

1.3.1.2.1 Outsourcing

Part of the work (0.5 FTE) was outsourced to Haystack Observatory. There are a number of reasons
for this.

The Mark5 recording/playback system is based on off-the-shelf PC technology, combined with
proprietary soft- and hardware from Conduant, the company that manufactures these units. Control
code devel opment and maintenance are done at Haystack Observatory, who aso handles the contacts
with Conduant.

Specific JVE-related changes to the Mark5 control software are sometimes implemented by JIVE
staff, after which they are communicated to Haystack and included in the "official" release. Large
maodifications however could easily lead to a split into supported and non-supported code versions,
which, due to the international nature of VLBI, would be a very bad development. Moreover, the lack
of direct access to Conduant would make it cumbersome to request or respond to upgradesin
proprietary software libraries. Direct involvement of Haystack software engineersis essential to
guarantee an effective and speedy implementation of modifications and bug fixes. Other
modifications required by JIVE involve Haystack-devel oped FPGA code. Thereis no FPGA
programming expertise at JVE, and while it would certainly be possible to train one of the staff
members, the learning curveis steep. Besides, the acquired skills would only be applicable for avery
limited purpose. Another option would be to hire aloca contractor, who then would face alearning
curvein radio astronomy. Outsourcing this work to the people who actually designed the system was
felt to be by far the most time-efficient solution.

1.3.1.2.2 Modifications of existing deliverables

The most important changes are to WP3.2: fast/adaptive rescheduling and to WP5.2: VS| software
changes. Both packages are very important for the development of e-VLBI and both involve far more
effort than originally estimated.

Adaptive scheduling is crucial to transform the EVN into atruly flexible instrument, capable of
reacting to transient events on atime-scale of hours. But it also involves building a system enabling
remote control of widely different telescope control systems while safeguarding local operational
constraints.

V Sl software changes will allow JIVE to phase out the Station Units, the main cause of operational
instability, and at the same time enable seamless inclusion of other V SI-compliant telescopes. This
will however involve a major re-write of the correlator control code.

1.3.1.2.2 Specifics of new deliverables

WP1.4: Use of WSRT synthesisdata for e-VLBI calibration. Thiswork package has been
described in some detail in section 1.5.1.1.5 (Software developments at JVE). It will provide
o M FP6 13 Contract 026642
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immediate access to WSRT synthesis data (recorded simultaneously with the phased array output) and
be of great value both for calibration and for target selection.

WPL.5: Space craft tracking correlator mode. This mode will alow rapid switching between real-
time correlation of calibrator sources and recording streaming data on disk packs at JVE, for later
correlation with a purpose-built software correlator, with the spectral resolution needed for thistype
of observations.

WPL.6: On-the-fly fringefitting. Fringefitting is currently done after correlation. Doing it on-the-
fly, with an improved algorithm, and immediately updating the delay polynomials (which will be
possible once the Mark5A units have been upgraded to Mark5B) will greatly speed up the calibration
process, but also improve the rapid detection of astronomical objects.

WPL.7: Mark5A code modifications. This package has been outsourced to Haystack Observatory. It
includes modifications to the current Mark5A control code to enable reliable e-VLBI operations with
new Linux kernels, thereby opening the possibility of switching between modified TCP stacks for
more efficient data transport.

WP1.8: Mark5B code maodifications. This package too has been outsourced to Haystack
Observatory. It includes e-VLBI related modifications to the new Mark5B station and correlator
control code, and changes for compatibility with J'VE-specific correlator modes.

WPL1.9: Automated correlator diagnostics. Due to the complexity of the system, the correlation
process can go wrong in many different and often obscure ways. In e-VLBI the time involved with
tracking down the exact cause of a problem leadsto irretrievable and unacceptable dataloss. This
work package will create atool that gathers all diagnostic information produced by the various
components of the system and generates a general alarm when anything goes wrong. The monitoring
information will make it possible to provide a specific description of the problem at hand. This will
greatly simplify trouble shooting and increase the operational efficiency of the system.

WP1.10: Removing/adding stations from the correlation process on the fly. When the
transmission from one of the stations fails, for any reason (local correlator or local station problems,
network problems), as a rule the station will have to be disconnected from the correlation job. After
trouble shooting one can only reconnect this station by restarting the entire job, causing unnecessary
loss of data. Thiswork package will modify the control code to enable on-the-fly reconnecting of
stations during correlation possible.

WP2.6: Investigating a 1024M sub-array. The EVN can operate at a maximum data rate of 1 Gbps
per telescope. This data rate however cannot be accommodated by 1 Gbps networking technol ogy
because of the overhead involved (e.g. IP headers), currently limiting the maximum e-VLBI datarate
to 512 Mbps. FABRIC, the EXPReS JRA 1, deals with high-speed astronomical data transmission and
will need a4 to 10 Ghps connection between the radio telescope at Onsala (Sweden) and the e-
MERLIN correlator at Jodrell Bank Observatory (UK). This high-speed connection very probably will
pass through SURFnet, as will the planned 10 Gbps connection from Effelsberg (Germany). We want
to investigate the use of these connections to stream 1024 Mbyps of astronomical datafrom afew
telescopesto JVE. The WSRT at Westerbork (the Netherlands) could be added as well, by upgrading
the current equipment to 10 Gbps. In thisway it might be possible to provide a sub-array of some of
the most sensitive telescopes of the EVN at the full possible bandwidth.

WP3.6: Enhancements & additionsto real-time pipeline. Thiswork package will deal with user-
and technology driven modifications during the course of the project.

WP3.7: Real-time download and extraction of station information. Currently, al station-related
information is written to log files at the stations, transferred to a central database after the
observations and downloaded to JVE for processing. A real-time download of these log files will
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provide not only status information but also system temperatures that can be used for immediate
amplitude calibration.

WPA4.5: Enhancements & additionsto existing monitoring tools. Like WP3.6, this work package
will deal with user- and technology driven modifications.

WP5.5: Mark5 hardwar e upgrade. To support the upgrade of Mark5A to B and improve data
transmissions during e-VLBI, the outdated hardware in the Mark5 units has to brought up to speed.
New motherboards, CPUs and power supplies are being purchased and will be installed during the
coming months.

1.3.1.3 SA1: Deliverablesand Milestones Table

Y ellow entries in the deliverable table denote the newly defined deliverables. O/S stands for
outsourced, as described in the report.

D# AD# Deliverable Description Lead Delivery month Status
Planned | Actua
D11 SA1.2 Job preparation utilities JVE 16 2
Mark5 hardware upgrade JVE 16
D28 SA15 Network protocol decision JVE 16 2
Use of WSRT synthesis datafor e-VLBI JVE 17
calibration
Mark5A code modifications o/s 17
Mark5B code modifications o/s 17
D95 SA1.20 Improved network applications o/s 17
D51 SA1.13 Tested software for operational improvements JVE 18
D71 SA1.17 Flexible local GE network JVE 18 1
Investigating a 1024M sub-array JVE 20
D27 SAl4 eMERLIN VS interfaces design UniMan | 22 1
D45 SA19 Testsusing local Jodrell Bank home e-MERLIN UniMan | 22
telescope
D54 SA1.15 VSl Interfaces JVE 23
D52 SA1.14 Test using remote e-MERLIN telescope UniMan | 24
D85 SA1.19 Multiplee-MERLIN telescope tests UniMan | 24
D53 SA1.16 VS| support software JVE 26
Space craft tracking correlator mode JVE 27
D12 SA1.3 Fast/adaptive scheduling tools JVE 28 1
On-the-fly fringe fitting JVE 28
D84 SA1.18 Network monitoring tools JVE 30
Real-time download and extraction of station JVE 30
information
Eighteen months boundary
Automated correlator diagnostics JVE 33
Removing/adding stations from the correlation JVE 34
process on the fly
Enhancements & additions to real-time pipeline JVE 36
Enhancements & additions to existing monitoring JVE 36
tools
D36 SA17 Monitored information handling modules JVE 36

The remaining milestones of SA1 have been re-ordered. Note that M 23, 24 and 25 (marked in red)
were numbered incorrectly in the original contract, and that M19 and M21 were identical. The first
three milestones were renumbered, and only M 19 has been kept in the following overview.

M# AM# Milestones Description Lead Delivery month Status
Planned | Actua

M15 | MSAL1.1 | Cdll for Proposalsfor e-VLBI service JVE 1 1 4

M16 | MSAL1.2 | Preliminary e-VLBI Service JVE 4 4 4

M17 | MSAL1.3 | Basic data-link technology JVE 6 6 4
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M18 | MSA1.4 | Basic VLBI elements adapted for e- JVE 6 6 4
VLBI
M22 | MSA1.8 | Adaptive network utilization JVE 17
M20 | MSA1.6 | Enhanced eVLBI Service JVE 18
M23 Full bandwidth utilization JVE 26
M19 Enhanced ToO support JVE |28
M24 Live e-VLBI system monitoring JVE 30
.| Eighteen months boundary
M25 Full e-VLBI Service JVE 32
1.3.1.4 SA1: Period 2 Distribution

P# | Short Name Period 2 Requested Distribution
1 JVE 588,000 €
2 AARNET 0€
3 DANTE 0€
4 PSNC 0€
5 SURFnet 0€
6 ASTRON 0€
7 CNIG-IGN 0€
8 CSIRO 0€
9 NRF 0€
10 INAF 0€
11 | MPG 0€
12 TKK 0€
13 | CORNELL 0€
14 UMK 0€
15 | 0sO 0€
16 | SHAO 0€
17 | UDEC 0€
18 | UNIMAN 81,375 €
19 | VeAVIRAC 0€
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1.3.2.1 SA2: Activity Introduction

Asexplained in Section A, this specific service activity aimsto coordinate the various technical and
logistical aspects that are required in order to achieve last-mile connections to the radio telescopes that
will form the EXPReS e-VLBI infrastructure. Requesting partial funding from the Commission —in
many cases a very small fraction of the total connection cost - it is acting as a significant catalyst,
encouraging commercialy fair, affordable and competitive quotations, and releasing substantial
sources of local and national funding.

During the first year, we have experienced that:
e SA2 developments are very different for every partner in EXPReS.
»  SA2 expenditures are not flat in time, but uneven and somewhat unpredictable.

* Most of the expensive infrastructure will be constructed in the second year (March 2007 to
February 2008).

*  Some participants have been very successful in obtaining good deals for their high capacity
data connections, while others have been able to get the service partialy financed by their
local government. These activities affect the total cost of their connections, which will
generally be lower than expected.

» The cost associated to SA2 are those of the “last-mil€’ connections, understanding as such
not only the needed equipment and infrastructures from the nearest NREN/GEANT nodes
to the telescopes, but also any other cost related to the transfer of the datato the e-EVN
correlator at JVE.

Specia cases are explained below:
a) JIVE

JVE is currently connected by SURFnet to GEANT?2 at 7 x 1 Gbps, and expects to increase
connectivity to 16 x 1 Gbpsin the following months. Additionally, a 10 Gbps connection will be
made available for testing. Their connectivity costs, however, will be financed by SURFnet, who
should also receive the EC contribution originally assigned to JVE.

b) AARNet

Their progressis very much related to participant CSIRO, who could assume the financial
commitments, as discussed below. The main contact, George McLaughlin, left in 2006 and a now
conversations have resumed with the new CEO, Chris Hancock.

The ATNF/CSIRO telescopes are already linked to AARNEet at 1 Gbps, asrelated in Section A of this
report. Theinternational part of the connection, to JIVE, is being investigated. There are two possible
scenarios: |P-routing and lightpaths to JIVE.

There are two routed | P paths from ATNF to JIVE. The shortest path has a bottleneck capacity of
155Mbps per connection due to the Perth—Singapore link being four STM-1 undersea circuits. This
path uses AARNEet3 between Sydney—Perth; AARNet3 between Perth—Singapore; AARNEet3 between
Singapore—Frankfurt; GEANT2 from Frankfurt-Amsterdam; and SURFnet between Amsterdam—
JVE. The Perth-Singapore and Singapore—Frankfurt links have been much less reliable than AARNet
expected, with several multi-week outages within the last year.

The longer path has a bottleneck link of 1,000M bps due to gigabit ethernet being used for the
AARNEet3-CSIRO Sydney customer access link and being used within CSIRO's network. This path
uses AARNEet3 between Sydney—Seattle; Internet2's Abilene between Seattle-Chicago; GEANT2
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between Chicago—-Amsterdam; and SURFnet between Amsterdam-JIVE. This path may alter slightly
when Internet2 and NLR merge.

Testing by ATNF to date has mainly used the shorter, bandwidth-constrained path. AARNet has made
some router configuration changes to allow different connections between the same machines to be
shared across the four STM-1s; previously they would all be placed onto the same STM-1.

ATNF have requested that AARNEt route their science traffic viathe longer latency-constrained path.
This has yet to be done.

Regarding lightpaths to JIVE, AARNet have installed eight gigabit ethernet light paths from its SY D-
B point of presence in Rosebery, Sydney to Los Angeles. EXPReS partners on both sides of the
connection are currently commissioning and testing these paths. Theintent isto use CENIC to
transport AARNEet's light paths from Los Angeles to Seattle, but CENIC have yet to develop a policy
for alocating light paths across their network. There are a number of options for paths from Seattle to
JVE but AARNEt has yet to investigate these.

ATNF's equipment generates up to 600Mbps of traffic per telescope. It seems desirable to deliver this
to JVE asthree gigabit ethernet circuits, one telescope exclusively using one circuit. A request by
one research project for three concurrent trans-Pacific, trans-Atlantic gigabit light pathsis
unprecedented. How easy or difficult thiswill be to negotiate with each network operator on the
Sydney-JIVE path is unknown yet. As AARNet does not have an automated control plane for light
path provisioning, the light paths would be manually established.

¢) SURFnet

SURFnet handles the connectivity of the partnersin The Netherlands (JIVE and WSRT/ASTRON). In
principle, it had no cost associated (and therefore no EC funding assigned). The connectivity of JVE
is however being provided by SURFnet as well as support for activities such as setup and testing
support for lightpaths to our partners. SURFnet has provided this support since the beginning of the
project and we propose to transfer JIVE's SA2 alocation in full to SURFnet.

d) ASTRON

ASTRON is currently connected directly to JIVE at 1 Gbps viafiber provided by SURFnet. As
additional partners come online vialightpaths, ASTRON will consider upgrades to their connection
and infrastructure that drives the connection to participate at higher bandwidths. ASTRON isin
conversation with SURFnet regarding connectivity.

€) CNIG-IGN

The construction of the new 40-meter radiotelescope at Y ebesis delayed from the original plan. First
light is expected in June 2007. The fiber optics connection to GEANT at 1 Gbps should not be ready
before then, asit will be an expensive service payed on a monthly basis. The goal isto build the
needed infrastructure in 2007, and start full operations in late 2007 or early 2008, which should
continue well after the end of EXPReS. As a consequence of the EXPReS contract, e-VLBI has
become a project in the strategic plan of CNIG-IGN, which ensures funding for the next years.

The latest offers from selected communication providers anticipate a cost of service much lower than
originally expected, of the order of 50%. Final values will be known at the time of the request for bids
call.

fy CSRO

The mainland connection was expected to be built before the start of EXPReS, but indeed due to some
delaysit was finalized within the project. Now all telescopes are connected at 1 Gbps. The problem
till to solve, through AARNET, isthe international connection and how to deliver the datato JVE
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(mentioned above in the AARNet update). The cost of this participant is much higher than expected,
and compensates lower costs for other participants, like INAF, MRO, and/or CNIG-IGN.

g) HartRAO

Thetotal (shared) international bandwidth for the whole Tertiary Education network (TENET) to
which HartRAO attaches is currently 180.5 Mbps, of which some 40 — 75 Mbpsis utilized depending
on the time of day. The Department of Public Enterprisesisto setup anew company, "Infraco”, who
will open competition for the local connectivity market.

The availability of cables, current or future, into Europe is being investigated.
h) INAF

INAF operates three radiotel escopes, at Medicina (near Bologna), Noto (Sicily) and Sardinia (under
construction). Medicinais already connected, and has participated in successful e-VLBI observations.
Their fiber optics connection, expected to be built within EXPReS, was built by the Emiglia-Romana
local government after very successful negotiations, which saved the project about 1.4 M€. Now, only
relatively small rental costs and equipment is needed to ensure the expected deliverable.

The new Sardinia 64-meter radiotelescope (SRT) is under construction. Its fiber optics connection to
Cagliari is now included in the " Sardinia Regional plan for network infrastructure”, linked with a
PON project (SyberSAR), which is expected to be operational in the summer of 2008. Asin the case
of Medicina, this comes at no cost for EXPReS therefore saving some 1.3 M€ to the project while
ensuring the whole deliverable. There will be costs associated to equipment and the 1 Gbps
international lightpath.

i) MPIfR

The feasibility study isfinished and funds are available for the construction of a private fiber optics
line from the 100-meter radiotel escope at Effelsberg to Bonn, and then to GEANT. The expected new
date is November 2007 (nine months delay from the original milestone), and will be provided within
budget.

i) MRO

MRO'’s 14-m radiotelescope is connected and operating successfully at 10 Gbps. Thetotal cost
estimate for the connection for the committed 5-year fiber lease period rose dlightly from the
estimated 330ke, to 363ke. However, CSC/Funet agreed to completely absorb their PoP costs of
230,000 EUR, leaving 133,000 EUR to TKK, of which 89,000 EUR will be accumulated before the
end of EXPReS contract. Additional equipment for 10 Gbpsis being purchased which will be used
for testsin the EXPReS JRA1 FABRIC.

k) NAIC

At present, data transfer from the 305-meter Arecibo radiotelescopeis possible at 155 Mbps (in
practice sometimes only 32 Mbps is reached). Subject to vendor confirmation and availability of
funding, the aim isto achieve sustained 1 Gbps rates over 2-3 hours per month. The circuit together
with switching equipment will be leased from the telecom provider(s). In early March 2007 a proposal
was received from Centennial de Puerto Rico, currently the provider for the Observatory's 155 Mbps
ATM-based "last mile" link to the NAP Of The Americas, to upgrade the link to support coordinated
burst rates of 512 Mbps using gigabit Ethernet. Recurring costs of this upgrade are substantial and
will need to be absorbed into the operating costs of the Observatory and University of Puerto Rico
networking partners. The proposal is under review and ajoint decision is expected by mid-April
2007, following which Centennial PR will install the facility. A further upgradeto 1 Gbpsratesis
expected to become feasible in May 2007 following Centennial's lighting of a new high-capacity
submarine fiber system.
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) NCU

The 32-meter radiotelescopein Torun is connected and participating in e-VLBI observations since the
start of EXPReS. Their main cost isthe rental of a1 Gbps fiber optics line. No changes are expected
in their contribution to the project.

m) ShAO

All four stations (Shanghai, Urumgi, Miyun, Y unnan) have been connect by fiber links from the
telescopes to their nearby cities. The cost to EXPReS isthe rental of the data transfer service.
Discussions with CSTNET are ongoing, to schedule first e-VLBI test observationsin 2007, after some
delays caused by the breakage of the submarine international fiber optics cable in the December 2006
earthquake, now repaired.

n) TIGO

The TIGO telescope is connected to University of Concepcion at 1 Gbps, and the needed equipment
has been purchased. International connection isthrough REUNA, which increased its backbone from
155 Mbpsto 310 Mbps between Concepcidn and Santiago de Chile, eliminating congestion. Despite
its small budget, the participation of TIGO en EXPReS is very important and will provide essential
data, as demonstrated by the observations of the SMART-1 satellite crash on the moon. However
availability of local resources may limit the amount of observing days offered.

0) VIRAC

The construction of the last mile dark optical fiber from Irbene to Ventspils International
Radioastronomy Center (at a distance of about 30 km) has been completed. The whole EC funding is
requested in the first year, and no other commitments are planned in the rest of the project.

1.3.2.2 SA2: Workpackage Summary

WP# Description of Workpackage Lead
WP1 Dynamic status report & EXPReS support of the last-mile telescope | SA2 coord. and
connections to the nearest (GEANT) NREN node ALL
WP2 Construction and procurement of equipment for the last-mile All
infrastructure
WP3 Testing of the link and verification of real-time e-VLBI capability SA2 coord., JVE
and ALL

1.3.2.3 SA2: Deliverablesand Milestones Table

Deliverables for the remainder of the project (months 13-36) are listed below. Items completed from
the first 12 months are not shown.

Five deliverables from the first 12 months are not completed. These have been identified previousy
and are the result of external delays. Additionally, there are modifications to the deliverables table
that relate to the slow start for some or our participants. A delay factor has been added for the
following participants:

ShAO - 3 months
HRAO - 3 months
NAIC - 6 months

[ D# | AD# | Deliverable Description | Lead | Delivery month | Status |
o M FP6 13 Contract 026642
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Planned | Actua

DSA2.06 Feasibility study of the last-mile connectionto | HRAO 18 ongoing
the nearest NREN node for participant HRAO

DSA2.11 Equipment of the last-mile infrastructure for MRO 12 ongoing
participant MRO

DSA2.12 Construction and equipment of the last-mile CNIG- 12 ongoing
infrastructure for participant CNIG-IGN IGN

DSA2.13 Construction and equipment of the last-mile MPIfR 12 ongoing
infrastructure for participant MPIfR

DSA2.14 10 Gbps link upgrade between MERLIN and MERLI 18 pendent
JVE N

JVE
DSA2.15 e-VLBI test observations, Metsdhovi MRO 18 13

DSA2.16 Construction and equipment of the last-mile ShAO 21
infrastructure for participant Shanghai

DSA2.17 Construction and equipment of the last-mile AARNE | 13
infrastructurein AARNET to allow connection | T
of participant CSIRO CSIRO

DSA2.18 Construction and equipment of the last-mile ShAO 21
infrastructure for participant Urumgi

DSA2.19 Construction and equipment of the last-mile ShAO 21
infrastructure for participant Miyun

DSA2.20 Construction and equipment of the last-mile ShAO 21
infrastructure for participant Kunming

DSA2.21 Construction and equipment of the last-mile VIRAC 18
infrastructure for participant VIRAC

DSA2.22 Equipment of the last-mile infrastructure for NAIC 24
participant NAIC

DSA2.23 Construction and equipment of the last-mile TIGO 18
infrastructure for participant TIGO

DSA2.24 AARNET connectivity enhancements AARNE | 18

DSA2.25 Feasibility study of the last-mile connectionto | INAF 20
the nearest GEANT node for participant INAF

(Sardinia)
DSA2.26 10 Gbps link between UniMan and OSO for UniMan | oo
ultra-VLBI tests 0SsO
DSA2.27 e-VLBI test observations, Effelsberg MPIfR 21
DSA2.28 e-VLBI test observations, Metsahovi / CSIRO | MRO 22
CSIRO
DSA2.29 e-VLBI test observations, Y ebes OAN 22

DSA2.30 Construction and equipment of the last-mile HRAO 27
infrastructure for participant HartRAO

DSA2.31 e-VLBI test observations, Urungi ShAO 33
DSA2.32 e-VLBI test observations, Mijun ShAO 33
DSA2.33 e-VLBI test observations, Kunming ShAO 3
DSA2.34 e-VLBI test observations, VIRAC VIRAC | 39

(table continues on next page)
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(table continued from previous page)

D# AD# Deliverable Description Lead Delivery month Status
Planned | Actua
DSA2.35 e-VLBI test observations, HRAO HRAO 33
DSA2.36 e-VLBI test observations, NAIC, Arecibo NAIC 36
DSA2.37 e-VLBI test observations, TIGO TIGO 30
DSA2.38 Construction and equipment of the last-mile INAF 30
infrastructure for participant INAF (Sardinia)

A summary of the milestones for the different participants is shown in the next table. MSA2.1 has
been accomplished by almost all partners, as explained in Section A of this report. MS2.2 will be met
in the second year of the project by several important telescopes (MPIfR and CNIG-IGN). MS2.3 has
been accomplished by six telescopestill now, while works for the rest are ongoing.

M# AM# Milestones Description Lead Delivery month Status
Planned | Actua
M26 | MSALL | Feag bility study of the last-mile connection to the ALL 6
nearest GEANT node.
M27 MSA2.2 | construction and equipment of the last-mile ALL 18
infrastructure.
M28 | MSA23 | avLBI Fringes (Detection). ﬂl\_/I_E and | >10

1.3.2.4 SA2: Period 2 Distribution

P# | Short Name Period 2 Requested Distribution
1 JVE 0€
2 AARNET 6,000 €
3 DANTE 0€
4 PSNC 0€
5 SURFnet 21,000 €
6 ASTRON 3,750 €
7 CNIG-IGN 50,250 €
8 CSIRO 15,000 €
9 NRF 4,500 €
10 | INAF 43,500 €
11 | MPG 82,500 €
12 | TKK 6,000 €
13 CORNELL 21,000 €
14 | UMK 15,000 €
15 | 0sO 15,000 €
16 | SHAO 36,000 €
17 UDEC 15,000 €
18 | UNIMAN 5,250 €
19 | VEAVIRAC 22,500 €
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1.3.2.5 SA2: Gantt Overview

2 SA2 Overview (1of2)

) | Task Name | January 01 i May 01 September D1 | January 01 i May 1 | September 01 {January 01 May 01 i September 11 { January |
o | D5 | 0130 ! 0327 [ 0522 | o717 ! 0011 1106 | 0101 0226 | 0423 0618 | 0813 | 1008 | 1203 | 0128 | 0324 | 0519 | 0714 | 09048 | 1103 | 1229 |
I I |
l I
a
v
o
|
v ~ —
e
o
e
T .
CNIGIGN . ‘
13 v ICHNIG-IGN — Construction and equipment of the last-mile infrastruc . 06 Feb 01 k
(L CHIG-IGN — Feasibility study of the last-mile connection to the nea 06 Aug 01
..... | Observation satup _”HW
L | OAN — e-VLBI test observations, Yebes 07 Dec 01
7 JIVEJUNI-MAN ‘ ]
..... L | Installsion of 10 Sbps infrastructurs @ JIVE _.
..... i8Iy Installation of 10 Gbps infrastructure @ MERLIN I M
T | MERLIN, JIVE — 10 Gbps link upgrade between MERLIN and JIVE & 7
BARNET I
5 Ve AARNET — Feasibility study of the last-mile connection to AARNET 05 Mo 0
m Connectivity work H H_J
u AARNET - AARNET connectiity enhancements ’ 07 Aug 1
. u AARNET, CSIRO — Construction and equipment of the last-mie infra _HH_
jur’ | Observation setup _”Hx
e | ATMF - a-VLE fest obsarvations. Matsahovi ’ 07 Dac 11
HRAD
r'| Last mile investigation m
v HRAD — Feasibility study of the last-mile connection fo the nearast N 06 Aug 04
r'| Comstruction _HU
| HRAD - Cx ion and i of the kast-mile i ..o._q_nm;_._
KT | Observating setup
| HRAQ — a-VLBI test observafions, HRAC . 03 Aug 01
36 INAF i
I INAF — Equipment of the |ast-mile infrastructure for participant INAF "
- B INAF ~ e-VILEI test cbservations, Medicina u. "06 Dec 01
s | INAF — Feasibility study of the last-mile connection to the nearest ’ 07 Pt 01
40 1R INAF - Construction and equipment of the last-mile infrastructure fo [ h
| u - construction complete .1.2 Aug 01
g p—
43 7 MPHR — C ion and of the kast-mile infrastructure . "6 Feb 01
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Data: 2007 March 25 Spit vy Mikestons ® Project Summary [EESSSSSSSN  Eemal Misstone 4
Page 1
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D | Task Name i |January 01 {May 01 September 01 {January 01 i May 01 | September 01 {January 01 May 01 | September 1 {danuary |
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44 o~ MPHR — Feasibility study of the last-mile connection 1o the nearest N . ‘06 Aug 01 |
B | Observation setup |
46 T MPHR — e-VLB! test observations, Effelsbeng 07 Nov 01
47 MRO . ]
T4 MR — Equipment of the last-mile infrastructure for participant MRO . '06 Feb 01
40 7 Observation setup H _HF
m MRO — e-VLEI test ocbservations, Metsahovi . 07 Aug 01
- NAIC |
b m MAIC - Feasibilty study of the last-mile connection to the nearest Zm ’ 07 Nov 01
| NAIC - of the last-mile infr for participant MAIC ‘ 07 Aug M
| Observation sstup | _H_F
e NAIC - e-VILBI test ohservations, NAIC, Arecibo . 08 Aug 01
st 050-UniMan ‘
s T4 Observation setup | _HF
..... sB T UniMan, OS50 — 10 Gbps fink between UriMan and 0S50 for ::T..__.m ’ ‘08 Oct
s0 CAS 1 .
o CAS — Feasibility study of the last-mile connections fo the neareet GI| “0E Mo 01
G Shanghai 07 Aug 01
| (CAS — Construction and equipment of the last-mile i..mmq_._g.__..m 07 Aug M
Urumagi
| CAS — Construction and equipment of the last-mile i..mmq_._g.__..m 07 Aug M
B x| Obsarvation sstup |
| CAS — e-VLBI t=at obsarvations, Urungi
Miyun |
| CAS — Construction and equipment of the last-mile __.;_.mmq_._nt_..m 07 Aug M
$ | Obsarvation sstup !
M CAS — e-VLEI test obsarvations, Mijun
Hunming H
| CAS — Construction and equipment of the |zst-mile i_.mmw_._g.__..m ’ 07 Aug ™
| Obsenvation setup | Q
| CAS — e-WLBI test observations, Kunming . ‘08 Aug 01
hLH 1 ] I
. - TIGO ~ Feasbility study of the ast-mile connection to the nearsst z,m .Inﬁ.b-ibu'd
LET | TIGO construction effiorts I |
..... L | TIE0 — Construction and af the |ast-mile i :um 0 hug it
..... LT | Observation setup i g
BOD m TIGD - e-VLE test obsarvations, TIGD ’ ‘08 Aug 01
TR VIRAC | ]I
TURETT x| VIRAC — Feasibility study of the lzst-mile connection to the nearest _. ’ 06 Mov 11
B3 T4 WIRAC — Construction and equipment of the last-mile m_._#mmw_._o.__.qm:w H
B m Construction and infrastructure complets | ’ 07 Aug M
s Observation setup g
BB m VIRAC — e-VLBI fest obsarvations. VIRAC . ‘08 Aug 01
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1.4 Joint Research Activities
1.4.1 JRA1-FABRIC
1.4.1.1 JRA1: General Comments

The FABRIC (Future Arrays of Broadband Radio-telescopes on I nternet Computing) project
researches future technology relevant for the e-VLBI application. It has two major aims, the first
being the development of a data-acquisition system that will work with 10 Gbps connectivity, the
second to deploy the algorithm of VLBI correlation on Grid computing. After the first year, most of
the requirements and design efforts have been completed and work on prototyping is ramping up.

As everywhere, there was some delay finding the right personnel, but the most serious delay
originates from making a decision on the technology for the data acquisition devel opment. Boundary
conditions are the existing efforts on the PC-EVN system and the so-called Digital Baseband
Converters, as well as the requirements from the eMERLIN interface. Finally it was decided to do this
project on so called iBOBs (internet Breakout Boards, Univ of Berkeley). The delivery time of these
boards and learning to work with this equipment represent delays with respect to the original project
plan.

As aresult there was also considerable slippage on the overall system analysis document. In October
al interfaces had been established at a high level. But the actual document was delayed further asthe
FABRIC project leader is effectively not available for the project. This document must be ddlivered in
2007, but in the meantime the necessary interfaces have been agreed and work can progress.

Most of the work-packages can proceed as planned, but where the iBOB systems are required for
prototype development, some of the tasks that depend on this are being rescheduled with a new start
date.

In the area of the distributed correlator, alarge fraction of the work packages were able to start right
from the start date of the project. A correlator design document has been drafted but the final version
has not been issued. It was decided that the writing of visualization software of the distributed
correlator was best postponed until reliable operations were achieved. Moreover, this process can
benefit from the effort in SA L.

Strong coordination between WP2.1 and WP2.2 is very important for the success of the distributed
correlation effort. A next meeting between JIVE and PSNC steff is planned. The goa isamore
detailed specification of the interfaces between workflow management and the distributed correlator
core, including the data flow from the telescope sites.

1.4.1.2 JRAL: Workpackage Summary

WPO System analysis

Deliver aFABRIC overall design and revised implementation plan (DJ1.5)
WP 1.1.1 Data acquisition architecture

Completed

WP 1.1.2. Data acquisition prototype

Once the prototype iBOB boards with their 10GE interfaces arrive, it is planned to setup a small-scale
local testbed with asmall COTS 10GE switch, some 10GE-equipped Linux computers, and a set of
iBOB FPGA boards, all connected to each other and to the Metséhovi 10GE Internet connection. We
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plan to start with establishing the simplest 1/2/4 Gbps UDP-based iBOB FPGA transmitter/receiver
firmware first and compare that to the more advanced UDP-Tsunami protocol and determine what is
the best implementation tradeoff (e.g. what advanced software features of Tsunami can be reasonably
implemented in the FPGA). The transmitter part will be closely coordinated with Jodrell Bank and
Onsalg, to ensure that the design is directly applicable to the remote e-MERLIN tests. The
performance levels of 10GE-equipped Linux computers are determined to assess their role and the
potential applications for them in the iBOB-10GE data acquisition scheme.

WP 1.1.3. Data acquisition control

This activity can start when the WP 1.1.2 part: "software acquisition/transport” is finished. New
manpower will need to be identified for this activity. The work package involves the following
components:

e ldentify modulesto be added to field system to control new acquisition devices
e Generate requirements for phase-cal and stats
»  Generate requirements for embedded TSY S calibration
»  Write data acquisition interface document
*  Write and integrate modules for software calibration flow
»  Write and integrate Software performance monitor
» Test new control modules at telescope
WP 1.2.1. Broadband protocols & multicast

Important work in this area continues as a contributed effort. The work package will be boosted by the
transfer of an aready identified Research Assistant to this project in July 2007. It will be possible to
produce an interim report in month 13, explicitly on the properties of TCP, TCP variants and non TCP
protocols. Work on multicasting (strictly multi destination) and on V SI-E tests will be done following
the appointment of the protocol person onto FABRIC in July. A final report is expected by the middle
of 2008.

WP 1.2.2. Broadband eMERLIN correlator interface

Work in this areais concentrating on the application of iBOB systems, which are becoming available
by spring 2007. This effort is closely linked to the engineering the reverse path out of e MERLIN to
e-VLBI in SAL. First fringes are planned with the eeMERLIN correlator for this workpackage in May
2008, but depend critically on the commissioning of that hardware, which is external to EXPReS.

Theinterface to the e MERLIN correlator for both SA1 (eMERLIN out) and FABRIC (eMERLIN in)
will be implemented using the University of Berkeley's Internet Break Out Boards (iBOB). This card
has the functionality required to do both tasks (by changing the FPGA personality). The boards are
expected to be completed in April 2007, with the firmware design expected to be completed by the
end of 2007. Testswill take place in 2008 in conjunction with the eMERLIN station boards being
produced by NRC Canada. V SI-E will be used for data transport for both input and output. The 4
GbpsiBOB transmitter for Onsalawill also be designed, asthe eMERLIN out design will be very
similar.

Provided the eMERLIN station boards are delivered on time we hope to make initial fringetestsin
May 2008. At the moment the schedule is on track to achieve full operation as on the original plan.
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WP 1.2.3. Broadband test

Connectivity at 10 Gbpsis expected to be available out of Onsala by October 2007. Onsalais
awaiting the delivery of afirst iBOB board. Thisboard will be used in conjunction with the Jodrell
Bank group in the period before the eeMERLIN correlator isfinalized to conduct data transfer tests.
These will exercise the data transfer route, test stability of transfer times etc and possibly test different
datatransfer protocols. Onsalaintends to employ someone for 1 man-year funded by EXPReS starting
in October 2007 to conduct these tests, deal with interfacesto local iBoBs and other local hardware
and coordinate with NRENS the data path issues on the Onsala-Jodrell Bank route.

WP 1.2.4. Public to dedicated network interface

In the coming period the experiment and negotiation activities will be finalized, and the E-LOFAR
link to Effelsberg will be ready and tested. Besides the transport of astronomy data, aso network
based LO signal distribution will be investigated in the upcoming period.

WP 2.1.1. Grid — VLBI collaboration
Compl eted.
WP 2.1.2. Grid Wor kflow management

Having the system design completed, work will begin on the implementation of the first prototype
version of an e-VLBI system. According to the timeline agreed between JVE and PSNC, the first
prototype will have a somewhat limited functionality, in order to evaluate certain assumptions and
proposed solutions. The prototype version will read the data from pre-recorded files, instead of live
radio telescopes, creating so called “virtual radio telescopes’. Thiswill be used to test the system
feasibility and correlation performance without using valuabl e radio tel escope time. Furthermore, the
file servers and computational systems needed to perform a distributed correlation will not be
dispersed over the wide-area network, but local PSNC resources will be used instead. Thiswill allow
us to complete the required functionality of the workflow management without the need to worry
about various networking issues or different hardware/software configurations.

WP 2.1.3 Grid routing

Towards the end of 2007 work will start on deploying the workflow management on truly distributed
computing. In this stage, the system will be dispersed among resources provided by the project
participants.

WP 2.2.1 Correlator Algorithm design

A first version correlator design document should be finalized in the next few months. However, we
foresee a need to continue updating the document as we learn more from the prototype
implementations of the correlator.

WP 2.2.2. Correlator computational core

A large fraction of thiswork package seems finished, although the results of the software correlator
still need to be verified. Additional work has been identified, as software for streaming datainto a
computational grid will need to be developed at JVE, and at some point this will need to be deployed
at the telescope sites. Thiswill need to be done towards the end of the next 18 month period.

WP 2.2.3. Scaled up version for clusters

Development of the correlator software itself will be concentrated on scaling things up to compute on
cluster computers during the second year (DJ1.21), and computational grids during the first half of the
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third year (DJ1.28). This entails making the correlator code portable to be deployable at different
clustersin an automated sense. Middleware interfaces need to be implemented to alow working with
the workflow management. An interesting exercise will be to make load estimates which are an
important step in making distributed correlation atruly operationa tool.

WP 2.2.5. Interactive visualization

Visualisation software for evaluating the correlator software output will be written when the correlator
is able to deliver a complete enough data product. Critical steps that need to be completed before we
can embark on writing that software are:

« Dataemitted by the correlator core (DJ1.13), and
» Software that automates the generation of correlator delay model.
WP 2.2.6. Output definition

Work has started in this area, transforming the output of the software correlator into the standard
product used for data validation of the EVN data processor at JVE. It is planned that by the middle of
2007 thisis sufficiently complete that focus can shift on interactive visualization.

WP 2.2.7. Output merge

By the end of 2008 effort should have started to combine data from multiple compute nodes back into
acentral data repository. Thisinvolves routing the output and sorting the incoming streams into the
data archive.

Tests and science demo

First operational use of the software correlator is expected this year when it isto be used to verify
interactively station performance connected to standard (disk based) observing sessions.

1.4.1.3 JRAZL: Deliverables Table

D# AD# Déliverable Description Lead Delivery month Status
Planned | Actual
DJ1.3 | Visudlization software JVE 21
DJ1.4 | Correlator design specification JVE 13
DJ1L.5 | Overall design document JVE 17
b4r 34 Protocols-performancereport IBO 3
DJ1.11
a Interim Protocols performance report JBO 13
DJ1.11
b Final Protocols performance report JBO 28
D42 | J1.12 Software correlator core JVE 15
D43 | J1.13 Software data product JVE 17
D66 | J1.14 Data acquisition interface document MPI 22
D67 | J1.15 LOFAR sation interface report ASTR |21
ON
D68 | J1.16 Software for workflow management PSNC | 18
D75 | .17 Software for correlation on cluster JVE 23
D76 | J1.18 Data acquisition test report MPI 26
D77 |J1.19 Data acquisition prototype at telescope MRO/ | 26
0SsO
D78 |J1.20 Overall broadband demonstration 0SsO 33
D79 | .21 Software cluster correlation JVE 23
o M FP6 13 Contract 026642
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D80 | J1.22 First fringes software correlator JVE 23
D87 | J1.23 Software to collect distributed output JVE 30
D92 | J1.24 Software to create data product from JVE 31
distributed correlation
D93 | J1.25 Software routing PSNC | 29
D105 | J1.26 eMERLIN interface available JBO 30
D106 | J1.27 Fringes with new routing JVE 31
D108 | J1.28 Software distributed correlation JVE 33
D109 | J1.29 First fringes Grid correlator JVE 34
D110 | J1.30 First fringes on FABRIC JVE 35
D118 | J1.31 Final report JVE 36

1.4.1.4 JRA1L: Period 2 Distribution

P# | Short Name Period 2 Requested Distribution
1 JVE 243,000 €
2 AARNET 0€
3 DANTE 0€
4 PSNC 81,000 €
5 SURFnet 0€
6 ASTRON 20,250 €
7 CNIG-IGN 0€
8 CSIRO 0€
9 NRF 0€
10 INAF 0€
11 | MPG 59,250 €
12 | TKK 96,000 €
13 | CORNELL 0€
14 | UMK 0€
15 | 0OsO 51,750 €
16 | SHAO 0€
17 | UDEC 0€
18 | UNIMAN 96,000 €
19 | VeAVIRAC 0€
o M FP6 13 Contract 026642
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1.4.1.5 JRAL: Gantt Overview

D Task Name Half 1, 2007 Half 2, 2007 Hali 1, 2008 Hali 2, 2008
JJF[wmJamloi o JalsJoln]o[aJFrmlaluw]als]als]o[n]D

1 Kick-off

2 0. System analysis

3 dizcuss design, personnel acquisition

4 discuss interfaces

5 overall design document

[ 1.1.1. Data acquisition architecture

7 Review next-generation intercennect

8 Coordination with RF =ampler

9 Data acquisition requirementz document

10 Evaluation computer data technologies

" Evaluation of Ethernet and PCle

12 Integration data acquisition and data paths

13 Design framework hw/sw architecture

14 Data acquisition design document

15 |1.1.2. Data acquisition prototype

16 Remote control interfaces

17 Connectivity prototype system

18 Software acquisttion/transport

19 Software architecture for data checks

20 Prototype=/COTS hardware

pal Hardware/software integration

22 Testing/demonstration

23 data acquisition prototype

24 |1.1.3. Data acquisition control

25 Control for new acguisition into field system

26 Requirements for phase-cal and stats

27 Requirements embedded TSY'S calibration

28 Data acquisition interface document

28 Software calizration flow

30 Software performance monitor

3 test control at telescope

32 |Data acquisition te=t report

33 |1.2.1. Broadband protocols & multicast

34 Survey of protocols

35 Protocols strategic document

36 TCP variants

37 interim report

38 non TCP, VSIE

39 Test multicast options

40 Test 4 Gbps performance

41 Protocol performance report

42 [1.2.2. Broadband eMERLIN correlator interface

43 Discuss options for connections

44 Develop interface on FPGA

45 Software for link

48 interface

47 eMERLIN interface available

48 |1.2.3. Broadband test

45 Exercize PC-EVN at telescope

50 €VLBI fringes PC-EVN

51 Pilot test at 1 Gble

52 Chalmers at 10Gb/s

53 Test protocols & transfer

54 Implement local loop

55 Connect and test

56 Implk it control to observe with eMERLIN

57 Data acquisition prototype at telescops

58 Do various tests with different observe modes

58 Involve in a scientific demo

&0 | Overall broadband demonstration

61 1.2.4. Public to dedicated network interface v

82 Inventory network/protocol LOFAR

63 LOFAR connection strategic document

[:23 Clock stability and LO distribution

[ Extent protocols research for LOFAR

86 Tweak for =pecific performance

&7 Demonstration of European LOFAR station

[ LOFAR interface report

Figure JRA1-9: Gantt Overview for Activity FABRIC WPL1.
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Task Name

Half 1, 2007

Half 1, 2001

JIFIwmTalm

Half 2, 2007
JJalsJo[n]D

3 JF]

g
MlA[w][d

Half 2, 2006
J[als]o[n]nD

2.1.1. Grid - VLB collaboration
Grid technology for VLBl
Analysis tools in networking and grids
Analysis of existing brokers
Architecture and workflow management
€VLB-Grid design document
2.1.2. Grid Workflow management
Interface definitions workflow manager
Description of VLBl in DMSL
eVLBI-Grid interface document
Scenario Submission Application
Scenario Management Module
Integrate with Routing tables
Integrate with software correlator
Prototype testing
Software workflow management
2.1.3. Grid Routing
Dependence of VLBl on network
Select correlation resources
First version of a software module
Test network monitoring, integrate
Validate network monitoring
Extended version software
Software routing
Integrate with the €VLBI environment
2.2.1. Correlator algorithm design
overall correlator design
Correlator schemes
Analysis of computing efficiency
Simulate fringe tracking accuracy
Analyzsie of correlator lozses
Correlator design specifications
2.2.2, Correlator computational core
Interface to existing geometrical models
Interface to correlator parameters
Delay and Fringe tracking
Spectrum formation
Correlation function estimation
Data capturing existing platforms
Analysis tools.
Software correlator core
2.2.3, Scaled up version for clusters
Paraliel data distribution model
Model description fo local nodes
Clock values and EOP
Management of computational load
output format
Evaluate scalability
software cluster correlation
2.2.4. Distributed version, middleware
Distribution version
Automated build systems
Middleware interface
Tool to calibrate load
Establizh data distribution methods
Interface workflow manager and routing
Interface for model and parameters
software distributed correlation
2.2.5. Interactive visualization
Status monitor
Progress meter, performance indicator
Data quality display
Source detection, fringe display
Software visualization
2.2.6. Output definition
Data storage format for atomic slices
Content and structure meta-data
Structure to accumulate data
Implement local capture
Upload to central archive
Software data product
2.2.7. Qutput merge
Method to compose standard data
Data reception daemon
Progress meter and error reporting
Automated sorting
Conversion to standard data product
Upload to archive and pipelining
Software to collect distributed output
Tests and science demo
Local test software correlator
First fringes software correlator
Correlation with prototype acquisition
Software correlation new acquisition
Test correlation new routing
Fringes with new routing
Test grid enabled correlator
First fringes Grid correlator
Test correlation on FABRIC
First fringes on FABRIC
Test imaging with FABRIC
Final report

+

Figure JRA1-10: Gantt Overview for Activity FABRIC WP2.
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2. Appendicesto Technical Annex 1

2.1 Appendix: Addendum to the Consortium Agreement

EXPReS partners have individually signed the addendum to the Consortium Agreement. Below, the
core text of the document is provided and the first example of the signatory page. The remaining 18
pages of mostly empty documents have been omitted. The full, signed agreement is archived at the

project office.

&

™
=

. #
EXPR@S
Express Production Real-time e-VLBI Service

EXPReS is funded by the European Commission {DG-INFSO),
Sixth Framework Programme, Contract #026642

Title:
Date:
Version:
Author:

Summary:

™~
» * +*

EXPROS

026642 EXPReS — Annex |, ver. 2.0 — Approved by EC on 20 Dec 2007

The EXPReS Consortium Agreemnent, Contract No.026642, has been signed by the
consortium members and came into foree on 2006 November 20. This present
document, Amendment no. 1 to the EXPReS Consortium Agreement, contains the
amendments presented to the EXPReS Board on 2006 November 01. This
Amendment modifies those clauses specifically mentioned therein. All other
provisions of the Consortium A greement remain unaltered and applicable.

This Amendment enters into force in accordance with Article 10.8 of the
Agreement, when signed by all of the Consortium members.

Amendment | to the EXPReS Consortium Agreement

2006 January 08

1.0 - FINAL

Project Manager, EXPReS

This document identifies amendments to the EXPReS Consortium Agreement as
discussed during the Board Meeting on 2006 November 1. This document is to be
signed and returned by each of the consortium members using the signature sheets
that are part of this document.
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EXPROS

Title:
Version:
Date:

Amendment 1 to the EXPReS Consortium A greement
1.0 - FINAL
2007 January 08

This document identifies the location of the text to be modified by section number as well as by citing
the “Onginal text.™ In the Consortium Agreement, the modified text is replaced by the text identified
as “Mew text”. When the original text is permanently removed, the following phrase is shown:

[The original text is to be remowved]
Where there is no original text to be replaced, the following phrase is shown:

[Mo original text to be replaced]

Amendmentl:

Location:
Original text:

New text:

Amendment 2:

Location:
Original text:

Mew text:

Amendment 3:

Location:

Original text:

New text:

Amendment 4:

Location:
Original text:

Mew text:

Page 20f 23

-
2 *

EXPROS

Article 4.1.1, the second paragraph under subtitle “Quorum requirements™

In case quorum is not met, the Governing Board will be convened once again
within no more than three (3) weeks from this date, and may validly deliberate
even in the absence of quorum.

In case quorum is not met, the Governing Board will be convened once again
within no more than three (3) weeks from this date.

Article 4.2.2, the first paragraph under subtitle “Quorum requirements”

The Management Team may validly meet if 23 of its members are present or
represented. In case quorum is not met, Management Team will be convened
once again within no more than fifteen (15) days from this date, and may validly
deliberate even in the absence of quorum.

The Management Team may validly meet if 2/3 of its members are present or
represented. In case quorum is not met, Management Team will be convened
once again within no more than fifteen (15) days from this date.

Article 4.2.2, the second and third paragraphs under subtitle “Concerning
Intellectual Property™

Decide on terms and conditions of Access rights to Pre-Existing Know-How not
listed prior to the signature of the EC Contract;

Decide on terms and conditions of access to Knowledge and Pre-Existing Know-
How by Affiliates not listed prior to the signature of the EC Contract;
[The original text is to be removed.]

Article 8.1

The Funded Members, except for Funded Members who are Public Bodies,
severally accept all liability for any loss or damage caused to them by any
Consortium Member or any third party as a result of their participation in this
Consortium A greement.

The Funded Members, except for Funded Members who are Public Bodies,
severally accept all liability for any loss or damage caused to them by any
Consortium Member or any third party as a result of their participation in this
Consortium Agreement. The total limitation of liability of Consortium Members
shall not exceed that Party™s Project share.

Filename: amendment 1 to consortium agreement-FINAL doc
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o Fo Title: Amendment 1 to the EXPReS Consortium A greement
4 y Version: 1.0 - FINAL
EXPRG®S pate: 2007 January 08
Amendment 5:
Location: ANMNEX 3: List of Pre-Existing Know-How brought to the Project
ANNEX 4: List of excluded Pre-Existing Know-How
“MNew Text” to be added after entry for “Participant: ASTRON™ and before
ANNEX 5
Original text:  [No original text to be replaced)
MNew text: Participant: Helsinki University of Technology
Helsinki University of Technology, FI-02015 TKK, Finland hereby

explicitly excludes Pre-Existing Know-How that is or has been created
outside the EXPReS project.

The EXPReS project activities will be located in Metsihovi Radio
Observatory of Helsinki University of Technology TKE. All materials,
software, results, data and tests from other departments and laboratories
of TKK are fully excluded and no Access Rights are granted.

All commercial and third party software is excluded and no Access Rights
are granted.

All the materials, results, data, tests, and deliverables resulting from other
projects of Metsihovi Radio Observatory of TKK are excluded and all
Access Rights are subject to separate written agreement with TKEK.

For the avoidance of doubt, the following Pre-existing Know How is
expressly excluded from the obligation to grant Access Rights to other
EXPReS participants, both for carrying out the project and for use outside
the project:

* The VHDL source code of VSIB FPGA board firmware.

* The VHDL source code of VSIC FPGA board firmware.

Amendment 6:
Location: Article 4.1.1, section “Role:™
Original text: The Governing Board is the arbitration body for all decisions of the Management

Team. Thus, any Consortium Member may submit for arbitration by the
Governing Board any decision by the Executive Commuttee it deems to be
contrary to its interests;

Mew text: The Governing Board is the arbitration body for all decisions of the Management
Team. Thus, any Consortium Member may submit for arbitration by the
Governing Board any decision by the Management Team it deems to be contrary
to its interests:

Amendment 7:
Location:  Article 4.2.2, section “Meetings:™
Original text:  The head of the Management Team will make sure that minutes of each meeting
are drafted in order to formalise in writing all decisions taken and shall dispatch
them to all the Executive Committee members within fifteen ( 15) calendar days
of the concerned meeting.

New text: The head of the Management Team will make sure that minutes of each meeting
are drafted in order to formalise in writing all decisions taken and shall dispatch
them to all the Management Team members within fifteen (15) calendar days of
the concerned meeting.

Page 3 of 23 Filename: amendment 1 to consortium agreement-FINAL doc
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P | Title: Amendment | to the EXPReS Consortium Agreement
= y Version: 1.0 - FINAL
EXPR@®S pate: 2007 January 08

Amendment 8:
Location:  Article 4.2.2, section “Meetings:™
Original text:  The minutes shall be considered as accepted by the Consortium Members if,
within fifteen {15} calendar days from receipt thereof, no Consortium Member
presented or represented at the said meeting has objected in writing to the head
of the Executive Committee, provided that objection shall be either on such
formalisation.

MNew text: The minutes shall be considered as accepted by the Consortium Members if,
within fifteen {15} calendar days from receipt thereof, no Consortium Member
present or represented at said meeting has objected in writing to the head of the
Management Team.

Page 4 of 23 Filename: amendment 1 to consortium agreement-FINAL doc
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" Title: Amendment 1 to the EXPReS Consortium A greement
4 y Version: 1.0 - FINAL
EXPR@®S pate: 2007 January 08
IN WITHNESS WHEREOF, the Consortium Members have executed this modification to the
Consortium Agreement in 19 (mineteen) original counterparts.

Authorised to sign on behalf of:

Joint Institute for VLBI in Europe (JIVE)
Oude Hoogeveensedijk 4

7991 PD Dwingeloo

The Netherlands

By (signature}:
Name (block letters):

Position:

Page 50f 23 Filename: amendment 1 to consortium agreement-FINAL doc
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MASSACHUSETTSINSTITUTE OF TECHNOLOGY
OFFICE OF SPONSORED PROGRAMS

AGREEMENT (the “Agreement”) between the Massachusetts Institute of Technology, hereinafter
referred to as “M.I.T.,” and Joint Institute for VLBI in Europe, represented by (insert here),
hereinafter referred to as the “ Sponsor.”

This Agreement is entered into as of January 1, 2007 the “Effective Date.”

WHEREAS, the effort contemplated by this Agreement is of mutual interest and benefit to M.I.T.,
the VLBI Community, and to the Sponsor, and will further the instructional and research objectives
of M.I.T. in amanner consistent with its status as a non-profit, tax-exempt, educational institution,

NOW, THEREFORE, the parties hereto agree as follows:

1

STATEMENT OF WORK. M.I.T. agrees to use al reasonable efforts to perform the project
as set forth in Exhibit A for the “ Support and Development of Mark 5 VLBI Data Systems for
e-VLBI Applications’. M.1.T. shall provide Sponsor with any knowledge, insights and know-
how which has been acquired in performance of the project and M.1.T. will, in an appropriate
manner, continuously inform Sponsor of the results of the research work.

After the completion of the research work, M.1.T. will submit afinal written report to Sponsor.
Sponsor is entitled to use the contents of the final report for its non-commercial research
purposes. M.1.T. will endeavour to prepare and deliver the find report in atimely manner.

PRINCIPAL INVESTIGATOR. The project will be supervised by Dr. Alan Whitney,
Haystack Observatory, the “Principal Investigator.” |f, for any reason, he is unable to continue
to serve as Principal Investigator, and a successor acceptable to both M.I.T. and the Sponsor is
not available, this Agreement shall be terminated as provided in Article 6.

PERIOD OF PERFORMANCE. The project shall be conducted during the period January 1,
2007 (the “Starting Date’) through September 30, 2007 (the “Completion Date’). The
Completion Date will be subject to extension only by mutual written agreement of the parties.

REIMBURSEMENT OF COSTS. In consideration of the foregoing, the Sponsor will
reimburse M.I.T. for all direct and F& A (Facilities & Administrative, or indirect) costs incurred
in the performance of the project, which shall not exceed the total estimated project cost of
$66,200 without written authorization from the Sponsor.

PAYMENT. Paymentsshall be madeto M.I.T. by the Sponsor as follows:
90 % in advance

=¥ g FP6 |3 Contract 026642
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10 % upon delivery of final report

in U.S. dollars, net of taxes or impost of any kind. A final financial accounting of all
costsincurred and all funds received by M.I.T. hereunder together with a check

for the amount of the unexpended balance, if any shall be submitted to the Sponsor
within ninety days following the Completion Date.

MASSACHUSETTSINSTITUTE SPONSOR

OF TECHNOLOGY

Laureen Augustine

Senior Contract Administrator
E19-750, OSP

Massachusetts Institute of Technology
77 Massachusetts Ave.

Cambridge, MA 02139 USA
laureena@mit.edu

Phone: (617) 253-3922

FAX :(617) 253-4734

TERMINATION. Performance under this Agreement may be terminated by the Sponsor upon
sixty (60) days prior written notice. Performance may be terminated by M.I.T. (1) if the
Sponsor fails to make payment to M.I.T. in accordance with the payment schedule stated in
Article 5 above and does not remedy the non-payment within thirty (30) days written notice
from M.I.T. or (2) if circumstances beyond M.1.T.’ s reasonable control preclude continuation of
the Research. Upon termination by either party, M.I.T. will be reimbursed as specified in
Article 4 for al costs and non-cancelable commitments incurred in the performance of the
Research up to and including the effective date of termination, such reimbursement not to
exceed the total estimated project cost specified in Article 4.

7. PUBLICATIONS. M.I.T. will be free to publish the results of the Research after providing the

.

Sponsor with athirty (30) day period in which to review each publication to identify patentable
subject matter and to identify any inadvertent disclosure of the Sponsor's proprietary
information. If necessary to permit the preparation and filing of U.S. patent applications, the
Principal Investigator may agree to an additional review period not to exceed sixty (60) days.
Any further extension will require subsequent agreement between the Sponsor and M.I.T.

INTELLECTUAL PROPERTY.

A. Titleto any invention conceived or first reduced to practice in the performance of
the project shall remain with M.I.T., which shall have the sole right to determine
the disposition of any inventions or other rights resulting therefrom, including the
right to determine whether or not a patent application shall be filed. M.I.T.,
however, shall notify the Sponsor of its determination, and if a patent applicatin is
filed on such invention, M.I.T. shall grant to the Sponsor a non-exclusive, non-
commercia, non-transferable, royalty-free license to use such invention for
internal research purposes only.

B. Title to and the right to determine the disposition of any copyrights or
copyrightable material first produced or composed in the performance of this
effort shall remain with M.I.T. M.I.T. shall grant to the Sponsor an irrevocable,
royalty-free, non-transferable, non-exclusive right and license to use, reproduce,
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make derivative works, display, distribute, and perform all such copyrightable
materials other than computer software and its documentation and/or
informational databases. M.1.T. shall grant to the Sponsor an irrevocable, royalty-
free, non-transferable, non-exclusive right and license to use, reproduce, make
derivative works, display, and perform computer software and its documentation,
and/or databases specified to be developed and delivered under the Statement of
Work for Sponsor'sinternal (non-commercial) research purposes.

C. TITLETOJOINT INVENTIONS. Inventions made jointly by employees and/or
students of M.I.T. and employees of the Sponsor in the performance of the
Research, or inventions made solely by employees of the Sponsor with use of
M.I.T. facilities (“Joint Inventions”) shall be jointly owned by the parties. The
Sponsor shal be notified of any Joint Invention promptly after an invention
disclosure is received by the M.1.T. Technology Licensing Office. Within ninty
(90) days of M.I.T.’s written notification to the Sponsor of a Joint Invention
disclosure, upon the Sponsor's written request to the M.I.T. Technology
Licensing Office and M.1.T.'s approval thereof, the Sponsor shall have the first
right to file patent applications on Joint Inventions in the names of both parties.
All expenses incurred in obtaining and maintaining any patent on such invention
shall be equally shared except that if one party declines to share in such expenses,
the other party may take over the prosecution and maintenance thereof, at its own
expense, provided that title to the patent remains in the names of both parties.

9. REPRESENTATIONS AND WARRANTIES. M.I.T. MAKES NO
REPRESENTATIONS OR WARRANTIES OF ANY KIND, EXPRESS OR
IMPLIED, CONCERNING THE RESEARCH OR ANY INTELLECTUAL
PROPERTY RIGHTS, INCLUDING, WITHOUT LIMITATION, WARRANTIES OF
MERCHANTABILITY, FTNESS FOR A PARTICULAR PURPOSE,
NONINFRINGEMENT, VALIDITY OF ANY INTELLECTUAL PROPERTY
RIGHTS OR CLAIMS, WHETHER ISSUED OR PENDING, AND THE ABSENCE
OF LATENT OR OTHER DEFECTS, WHETHER OR NOT DISCOVERABLE.
Specificaly, and not to limit the foregoing, M.I.T. makes no warranty or representation
(i) regarding the validity or scope of the Research or any intellectua property rights
optioned or granted hereunder and (ii) that the exploitation of the Research or any
intellectual property rights will not infringe any patents or other intellectua property
rightsof M.I.T. or of athird party.

IN NO EVENT SHALL M.LT., ITS TRUSTEES, DIRECTORS, OFFICERS,
EMPLOYEES, STUDENTS AND AFFILIATES, BE LIABLE FOR INCIDENTAL
OR CONSEQUENTIAL DAMAGES OF ANY KIND, INCLUDING ECONOMIC
DAMAGES OR INJURY TO PERSONS OR PROPERTY AND LOST PROFITS,
REGARDLESS OF WHETHER M.I.T. SHALL BE ADVISED, SHALL HAVE
OTHER REASON TO KNOW OR IN FACT SHALL KNOW OF THE POSSIBILITY
OF THE FOREGOING. THIS ARTICLE 11 SHALL SURVIVE THE EXPIRATION
OR ANY EARLIER TERMINATION OF THISAGREEMENT.

Each party hereto agrees to be responsible for its own negligent acts and omissions to

the full extent required by law.
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10.

11

12.

13.

14.

15.

16.

USE OF NAMES. Neither party will use the name of the other in any advertising or other
form of publicity without the written permission of the other. As an example for M.I.T., the
Sponsor shall not use the name of “Massachusetts Institute of Technology,” “Lincoln
Laboratory,” Haystack Observatory or any variation, adaptation or abbreviation thereof, or that
of any of its trustees, officers, faculty, students, employees or agents or any trademark owned
by M.I.T. For M.I.T., the Director of the M.I.T. News Office has authority to grant to the
Sponsor any approved use of the M.1.T. name.

ASSIGNMENT. This Agreement shall be binding upon and inure to the benefit of the parties
hereto and the successors to substantially the entire business and assets of the respective parties
hereto. This Agreement shall not be assignable by either party without the prior written consent
of the other party; any attempted assignment is void.

GOVERNING LAW. The vdidity and interpretation of this Agreement and the legal
relationship of the parties to it shall be governed by the laws of the Commonwedth of
M assachusetts and the applicable U.S. Federal law.

GOVERNING LANGUAGE. In the event that a trandation of this Agreement is prepared and
signed by the parties for the convenience of the Contractor, this English language version shall
be the official version and shall govern if thereis a conflict between the two.

FORCE MAJEURE. Neither party shall be responsible to the other for failure to perform any
of the obligations imposed by this Agreement, provided such failure shall be occasioned by fire,
flood, explosion, lightning, windstorm, earthquake, subsidence of sail, failure or destruction, in
whole or in part, of machinery or equipment or failure of supply of materials, discontinuity in
the supply of power, governmental interference, civil commotion, riot, war, strikes, labor
disturbance, transportation difficulties, labor shortage or any cause beyond its reasonable
control.

EXPORT CONTROLS. It is understood that M.I.T. is subject to United States laws and
regulations controlling the export of technical data, computer software, laboratory prototypes
and other commodities, and that its obligations hereunder are contingent on compliance with
applicable U.S. export laws and regulations (including the Arms Export Control Act, as
amended, and the Export Administration Act of 1979). The transfer of certain technical data
and commodities may require a license from the cognizant agency of the United States
Government and/or written assurances by the Sponsor that the Sponsor will not re-export data
or commodities to certain foreign countries without prior approval of the cognizant government
agency. While M.I.T. agrees to cooperate in securing any license which the cognizant agency
deems necessary in connection with this Agreement, M.I.T. cannot guarantee that such licenses
will be granted.

ENTIRE AGREEMENT. Unless otherwise specified, this Agreement and its Attachments
embody the entire understanding between M.I.T. and the Sponsor for the project, and any prior
or contemporaneous representations, either oral or written, are hereby superseded. No
amendments or changes to this Agreement, including without limitation, changes in the
statement of work, total estimated cost, and period of performance, shal be effective unless
made in writing and signed by authorized representatives of the parties.

MASSACHUSETTSINSTITUTE SPONSOR
OF TECHNOLOGY
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By Stephen J. McAlarney By

Title __ Associate Director Title
Date Date
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2.4 Appendix: Form C's

The following pages contain scans from each partners' Form C

JVE
AARNET
DANTE
PSNC
SURFnet
ASTRON
CNIG-IGN
CSIRO
HARTRAO
INAF
MPIfR
MRO
NAIC
NCU

0SO
ShAO
TIGO
UniMan
VIRAC
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Form © {13) templale for Microsalt Excel

Form C - Model of Financial Statement per Activity for Integrated Initiatives for Infrastructures

fto be completed by sach contractar)

Toga o parmnt e s o R

ETibn (or Aeranym) Contractnt

Contraciora's ngal name JOINT INSTITUTE FOR VERY LONG BASELINE INTERFEROMETRY (VLBI) IN EUROPE

M van Langevelde  [EOCH B 0031 521 56509
tangevelde®iive ol

0031 521 586538 E-mall

Indirect costs (Real or Flat
Rate of 20% of Dimect costs, | IEUCILEIR LY
subcantmsting)

[) 11 UF Is usod undar "athar ' please mention the two costs madels used (eg: FC/UF of FCF  UF or AGAIF)

[Peried fram 2006 Mareh 01 1O 2007 Fab 28 |

esources (Third party(ies

Arg (hore gny resources made available on the basis of @ prior with third parti in Annex | of the coniract? (Yes/No)  |No

Yes, please provide the fellowing information
THird Pty (¥ 11 Ll T EEETTE
i Pty a2 s el i
TRl Py (¥3) L el ama I, it
Tlrel Py F 4 i e i . Eehne

If necessary add another Form C

2. Daclaration of eligible costs {in €)

Flease complate only the aclivity covered by the relevant inslrument (and type of action) indicated above and as mentioned in Aricle IL25 andfor in Annexas | and 1l of
the conlract,

if you are using [he ional cos! model (AC):

- indicate only your addilional eligibe cosls, except for Managemen! of the Consoriium Aclivity for which you may indicate your fufl eligible cosis;

oo no! declare efigidle direct addl CostE i covered by ibutions from third partics as manficned in Arlicles .20 and 1.23.0 and b of (he conlract,

If you are a conlractor using a full cost model (FCAFGF), indicale your finl eligitle costs
The cosls declared should dislinguish batween diract and indirgct cosls

If necessary, sdiustments o provious pes be included whane fale
D
GieaLoaals 74,821.80 €] 726§ 16,012 66 €| 314,087 21 €] 482,691 € 0.00€
000 €| 000 €}
14,964.36 € 15.555.45 € 3,202.57 € GZ,817.44 € 56.539.83 € 000 €}
000 €} OO0 &
0 86.766 16 €| CO0E| ODODDE Q006 9333271€) DO0€| 1921543 €| O00€| QO00€| OO0OE| 376,504 65 € 000 €| 57923565 € 000 &}
o FP6 13 Contract 026642

: ‘F
EXPR@®S
026642 EXPReS — Annex |, ver. 2.0 — Approved by EC on 20 Dec 2007




Form G (13) template for Microsaft Excel

3. Declaration of recei n€

W you are a coniracior ysing the addiions cosl mode! {AC), indicale only receipls covered by Artide Il.23.c of the conlract.
If you are @ contracior using a full cost model (FCAFCF), indicate receips covered by Article 123 of the conlract.

TVpe o AGHU
[ - . E
| Researchand
| Technelogleal
Davelcpment]
lanavation;

| Demensiation '_ Tralning

! ; | i : (G} = [AYSEHE!
) 05 I | ) 1 H{E

Contractor:
Contracter
Centractar
Contractor
Third Party(les)
Coptractor,
Third Party[las)
Contractor:
“Third Partylies]

4. Declaration of Intarest £ril re-financing{in €)
To be compleled only by the coordinator.
Did the pre-financing {advance) you received by the Ce i for this period earn infpnest? (Yes / Na) | |
If yes, please indicate the amount {in € | | | 25,109.90 €
’ - ial G n [in

3 . 2 T : s | I | 570,236.96 €
|For this period, the FPS Commu, financial contribution sled is equal o [ amount in€)

- [EFi
According lo the conlract, does ihis Financial Sialemen! need an audi! ceridcate for several in case of Third pariyfies)) deliverad by
i { suditor{s)? (Yes /£ Nof
If Yes. does [his{thase} audit cenificatefs) cover only lhis Financia! Slatement par Activily? (Yes/ No)

yes

85

If Mo, whal are the perods covered by fhis{ihose) audit

?
lﬁmarrsmemmormﬂmmammwm) (in€) per indop Hlor(s) 7 |TBD
T : —

o PSR At oertficate b e
Pagalname of the add(Efinm SEnfhe certifcate:
B e R : L -

S Anditcertfi a).of the third pary{les) (Yslirnecossan)

Legal nama of Gostofth Hicate

Legal napme: of the 2 diE frm Costofithelcortifcats

b of thelcotificate

Costof the'certificale

ToEaIZ] = (S)EYE)

Reminders:
The eost of an audit cartificate is included in the costs declared under the activity "Maragement of the Consortium”. The required avdil cerfificate (s) is (are) altached fo
this Financial Stateman!
T FP6 13 Contract 026642
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Form G (13) template for Microsoft Excel

THIrdIPERAIYAY

- Conversion rale of the dale of incurred aclual cosls? (YES /NO)
- Conversion rate of the first day of the firs! monfh follawing the pedod covered by ihis Financial Statement? (YES/NO)
| : : hIFa PR 2 (Y2 T

- Convarsion rate of the date of incurred aclual costs? (YES/NOJ
- Conversion rale of ihe first day of the first month fallowing the period covered by this Financial Statement? (YES/NO)
e 3 Third P33} : v

|- Conversion rate of the date of incurred aclua! costs? (YES 7 NG)
Converson rmie of the first day of the fiesl manth following [he pedod covered by this Firancial Stalement? (YES/NG)
Third!Party’4 (Y4) ; i

Conversion rate of the dale of incurred aciual costs? (YES /NG)
rate of the first day of Ihe first monih folowing the perod covared by this Finandial (YES/ND) | |

W acessary add angther Form C,

8- Contractor's Cortificate

Ve cenlify that:
- the cosls declared above are directly related 1o Ihe resources used to reach the cbjeclives of the project |
- the receipls declared above are directly relaled o the used lo reach the objeciives of the project ;

- the costs declared above fall within the definition of eligible costs specified in Articles 11,18, 11,20, 11,21, 122 and 11,25 of the conlract, and, if refevant, In Annex il and Aride|
9 (special clauses) of the cantracl ;

- the receipts declared above fall within the definition of receipts specified in Article 11.23 of the cenlract ;
- the i by the pre-financing declared above falls within the definition of Anticle 1127 of the conlract ;

- th o cosls reponed in previcus Finandial Statement(s} per Activity, have been incorporaled in the above Stalement |

- the abave information declared is complete and true ;
- there s full o justify he ion hereby declared. Il will be made avaliable at the requesl of the Commission and in the evenl of an audil by|

Gantractors Stanip NEmEGf e duyaGtoHEed
TR . ElnanciallGffioers
| 3 Dite

{& i

Slanatire

JONNT INSTITUTE FOR VLBI IN EUROPE

SE FP6 13 Contract 026642
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Form C (13) template for Microsoft Excel

Form C - Model of Financial Statement per Activity for Integrated Initiatives for Infrastructures
(to be completed by each contractor]

¥ Integrated Initistives for Action (if
/po of instrument
e Tty Infrastrustures Iy}

Contrag! legal name AARNET PTY LTD

Lagal Type PRIV

antast Porson T T e

Tolsoop - -

(ACIFC or FCF)

ubeontracting)

(*) If UF is used undor “other spacific o . please mention the two costs modeols used (og: FC / UF or FCF I UF or
ACIUF)
<
Porlod fram [ Marchi,2008 Fabruary 28, 2007 ]
1- Resources (Third ies .
Are there any rescurces made available on the basis of & prior agreement with third parties identified in Annex | of the contract? NO
(Yes / No)
If Yas, please provide the fallowing information

Legal name I - ol e
Logal nama T
togainame | - ool usod
togalname [N - - oo usod

i add another Ferm C

2- Declaration of eligible costs (in €)
Flease complete only the activily covered by the relevant instrument (and type of action) indicated above and as mentioned in Article I1.25 andfor in

[Annexes [ and Ill of the contract.

If you are a contractor using the additional cost model {AC):

- indicate only your addilfonal eligible costs, except for Management of the Consortium Activity for which you may indicate your full eligible costs;
do not declare eligible direct it costs f coverad by ions from third parties as mentioned in Articles 1120 and 11.23.a and b of|
the confracl.

If you are & contractor using a full cost model (FCAFCF), indicate your full eligible costs
The costs declared should distinguish between direct and indirect costs
If necessary. adjustments fo previous period(s) may be included where & ate

Type of Activity
Research and or =

Managoment of
Demanstration Lol

Contrastor
Contragtor
Contractar
Contractor
Contractor
Cantractor

2
o
G
o

provious period(s)

Total costs

- T FP6 13 Contract 026642
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Form C {I3) template for Microsoft Excel

3- Declaration of receipts (in €]

If you are a contractor using the additional cost model (AC), indicate only receipls covered by Aricle Il 23.c of the contract.
If you are a using a full cost modal {FC/FCF), indicale receipts covarad by Article 11,23 of the contract.

Type of Activity.
earch and Other $pa ific Cther "_F"':‘"‘:
Technolaglzal o
Dovelopment |
Innovatlan

Dameanstration

(A1)

Contractor
Third Party{ias)
Contractor
Third Party({ies)
Contraclor.
Contractor
Contractor
Contractor
Third Party{ies)

Total receipts

4- Declaration of interest generated by the pre-financing (in €)
To be mmgl’e.red unJ[ bg.r.he coordinatar,
ission for Ihis period eam inlerest? (Yes /No) [ | I

Did the pre-fi ) you ived by the Ci
If yas, please .\nd.lcate the amount fin €) | | I

|5- Request of FP6 Financial Contribution (in €}

[Fm this period, the FPE Ci i ial contributi ted is equal fo ( amount in €) | l 0

6- Audit certificates
Accarding ta the conlract, does rms Financial Slalement need an audit certificale (or several in case of Third
ies)) delivered by i iitor(s)? (Yes / No) NO
}! Yes. does {his{those) audit certificata(s) cover anly this Financial Stalement por Activity? (Yes / No}
If No, what are the perfods covered by this(those) | Eroer
audit cartificate(s) 7
What is the total cost of this 2) audit certi (s) {in €} per indeg |

Audit certificate of the contractor (X) - T -
Legal pame ' of the audit Cost of the certificate

firm

At cpmfcala{sl of the third party(ies) (Ys). (if necessary) fiie i i)
t.of the certificate.

1. Logal nama :! the audit
firm

¥2: Legal name of the aud(t

firm, -

Cost of the cerdificate

Legalname of tha audit
firm

Cost of the certificate

Y4 ; Legal name of the audit
firm
I necessary add ancther Form C. Total {Z) = (X} + (Ys)

(Reminders:

The cost of an audit i is included in the costs d
l(aml atlached to this Financial

Cost of the certificate

I {s)is

d under the activity of the Ci ium”. The required audil

o N FP6 |3 Contract 026642
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Form C (I3) template for Microsoft Excel

7- Conversion rates
Costs incurred in currencies other than EURO shall be reported in EURO.

Please mention the conversion rate used (only one choice s possible) — Please note that the same principle applies for receipts.

Contractor

- Conversion rale of the date of incurred aclual costs? (YES /NQ)
- Conversion rate of the first day of the firsi month following the period covered by this Financis! Statement? (YESNO)
Third Party(ies). firnecess
Third Party 1.(Y1)
- Conversion rafe of the date of incurred aclual cos{s? (YES /NQ)
- Conversion rate of the first day of the first manth following the period covered by this Financial Statement? (YES/NO)

- Conversion rale of the dale of incurred aclual costs? (YES /NQ)
- Convarsion rale of the first day of the first month following the period coverad by this Financial Stalement? (YES/NO)

- Conversion rale of the date of incurred actval cosis? (YES /NO)
- Conversion rale of the first day of the first month following the period covered by this Financial Statement? (YES/NOQ)

- Conversion rate of the dale of incurred aclual costs? (YES /NO)
|-C fon rate of the first day of the first month following the perod covered by this Financial Si. ? (YES/NOD) [ |
W necessary add another Form C.

8- Contractor's Certificate

We certify that:

- the costs declared above are directly related 10 the resources used to reach the objectives of the project ;

- the receipts declared above are directly relaled to the resources used to reach the objectives of the project ;
- the costs declared above fall within the definition of eligible costs specified in Articles 11,19, [1.20, 1121, 11.22 and 11.25 of the contract, and, if relevant, in
Annex [l and Article 3 (special clauses) of the contract ;

- the receipls declared above fall within the definilion of receipts specified in Article 11.23 of the contract |

= the interest by the p above falls within the definition of Article 11.27 of the conlract ;
- the ¥ lo costs rep in i Financial per Aclivity, have been incorporated in the above)
Statement ;

- the above information declared is complete and true |
- there is full supparting documentation o justify the information hereby declared. It will be made available at the request of the Commission and in thej
event of an audit by the Commission andior by the Court of Auditors and/or their authorised representatives,
Contractor's' Stamp Name of the Person responsible Name of the duly authorised
; for the work Financial Officer.

L. Ridge

Date Date 4
21-March-2007 21-March-2007

Signature Signature

o T FP6 13 Contract 026642
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Faorm C (13) template for Microsoft Excel

Form C - Model of Financial Statement per Activity for Integrated Initiatives for Infrastructures
(to be complated by each contractor)

E Intograted Initlatives for [l R 0o kL
| Infrastruciures necessary)

D?"‘"TJPP il
[Contact Ferson

Indirect costs{Roal of
Flat Ratg.of 20% of:Direct

subcontracting)

{*} If UF 1s used under “other specific ', please mentlon the two costs models used {eg: FC / UF or FCF [ UF or AC/UF)

February 28, 2007 |

1- Resources (Third party(ies
Are there any resources made svailable on the basis of a prior agreemeni with third pariies idenlified in Annex | of the conlracl? NO
(Yes /No)

If Yes, please provide the following informalion

1 A Lopal iama
H nacessary add another Form C

2. Declaration of aligible costs (in €)
Please complele only the sctivily covered by the refevan! instrument (and type of aclfon) inticated above and as mentioned in Article I.25 andfor in

Annexes | and Il of the conirac).
I you are a conlraclor using the additional cost madel (AC):

- indicale only your addifional eligible costs, excep! for Management of the Consorifum Activily for which you may indicate your full efigible cosis;

do no! declare aligible direct cosis ifically covered by ribulions from third parties as mentioned in Arficles 1,20 and i1.23.a and b of the
condract.
If you are a conlraclor using a fuil cost model (FGAFGF), indicale your full efigible casis
The costs declared should distinguish b direct and indirect cosis
W necessary, tmants fa previous s) may be included where rigde
o
Dema a : - 0
D 4o o
)
D o5ls 50546 505.46
0
d ! 404,37 AD4.37)
Q a &05,83 S09.8%
o FP6 13 Contract 026642
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Farm C (13) template for Microsoft Excel

3- Declaration of receipts (in €}
If you are a contraclor using the additional cost model (AC), indicate only receipls covered by Article I1.23.c of the confract,
If you are & confractor using & full cost medel (FC/FCF), indicale receipls covered by Article 11,23 of the contract,

Tralning Total

A{E G
OHE]

Contracton
Contractor
Contractor

5
£
&
5
tL}

4- Declaration of interest generated by !he'gre-ﬁnancing (in €)
To be completed only by the coordinalor.

Did the pre-financing (ad you recelved by the Commission for this period eam inlerest? (Yes / No) | [ [NO
if yes, please indicate the amaunt (in € [ 1

|5~ Request of FPE Financial Contribution (in €]

rFo! this period, the FP§ Community financial buti d is equal to ( amount in €) | I 900.83

6~ Audit certificates
According lo the contract, does this Financial Stalement need an audit certificate (or several in case of Third party(ies))
dalivered by independen audilor(s)? (Yes / No)

If Yes, does this{those) audil cerfificate(s) cover only this Financial Stalement per Activily? {Yes / No)

NO

If No, whal are the periods covered by his{those)
audit cerificale(s) 7
Whal is the (otal cost of this(those) audit cerlificate(s) (i

I necessary add another Form C. ot
|Fieminders: i !
The cost of an audil cerificale is included in the costs declared under the activity of the Ci ium". The req audit certificate (s} is (ara}

fed to this Financial Si

- T FP6 13 Contract 026642
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Form C {I3) template for Microsoft Excel

Cosls incurred inu.lrrem:\'ns other than EURO shall be reported in EURO.
Please mention the conversion rate used {only one choice is possible) — Flease note that the same principle applies for receipts.
I ; C : L Contractor Bl T
- Conversion rafe of the dale of incurred aciual cosis? (YES /NQ)
- Conversion rale of the first day of the firs! manth following the period covered by this Financial Statement? (YESNG)
ST hird Party NCOSEAY) i e

- Gonvarsion raie of the first day of the firsl manih foliowing ihe penod y
| s ; Third Party 3/(Y3]

- Conversion rate of the dale of incurred actual costs? (YES /NO)

- Conversion rale of he firs! day of the first month following the period covered by this Financial Statement? (YES/NG)
[ ; st Thitd Party 4 (Y4) : 2
- Canversion rale of the dale of incurmed aclual cosls? (YES / NO)

[“Conversion rate of the fis! day of fhe first month following the period covered by Ihis Financial Statement? (YES/NO)

¥ necessary add another Form C.

8- Contractor’s Certificate

We cerlify that:

- the costs declared above are directly related 1o the used lo reach the obj of the project ;

- the receipls declared above are direclly relaled 1o Ihe resources used lo reach the objectives of the project ;

- the costs declared above fall within the definition of eligible costs specified in Articles 11,19, 11,20, 121, 1122 and 11,25 of the conlract, and, if relevant, in|
Annex |l and Ardicle 9 (special clauses) of the contract ;

- the receipis declared above fall within the definition of receipls specified in Arficle I1.23 of the contract ;

- the Interest generaied by the pre-financing declared above falls within the definition of Article 11.27 of the contract ;

- Ihe necessary adjustments, especially to costs reported in previous Finencial Statement(s) per Activity, have been incorparaled in the above Statement ;

- Ihe above informalion declared is complete and lrue ;
- there is full i to justify the heraby declared. I will be made avaita
o Court of Auditors andior theér a tive:
" Name of the'Person respo i S Hame ot the duly authorfsed T
fontheiwork £ Einangtal Offfcer

| wr DaiDavies ' Mr. Matthew Scott
[ Di 1L : Date |
_ 12 March 2007 12 March 2007 _

T Slgnatirel TS an= e

ble at Ihe request of the Commission and in thel
5.

City House, 126-130 Hills Road

Cambvidge, CB2 1PQ,
e 12 m.?&%ﬂ 123#1';11
ELe O mg fo
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Form C - Model of Financial Statement per Activity for Integrated Initiatives for Infrastructures

{lo ba complated by each confractor)

iz ! ; Integrated Initiatives for  [BTOCTIACUETUL
T_ﬂ.zn .m‘ .r.n.,tr.umnl S | intrastrueturas hegeasary) H.A,
Prejeat Title (or Acranym) mmnlmrr n*

bnn‘.rncla_rs's lagal Adime, INSTYTUT CHEMI| BIOORGANICZNE) PAN

LegalType 2]
Contict Parsen Norbari Weyer [T
i S i +48 61 852 58 54 Bl

Iidjrect costs (Realar

FlatRate/of 20% of Diract 20%
coats edcapt
Albaontracting)
(7} It UF is usod under “othor spacific , ploase montion the two costs models used (og: FG { UF or FGF | UF or
ACIUF)

26-02-2007 |

1- Resources (Third ies
Are there any resources made available on the basis of a prior agreement with third parties identified in Annex | of the confraci? Mo
(Yes/Na)
If Yes, please provide the following information
ITHIFE Py A Cagal ama
[ Lannlname
Lognlame s
fhird Bary 4 (Y4100 Fogal ame L
If necessary add ancther Ferm C

2- Declaration of eligible costs (in €)
Please compiete anly the aclivity coverad by the relevant instrument (and type of action) indicated above and as menlioned in Adicle 11.25 andfor in
[Annexes | and lil of the contract.

If you are & contractor using the addifional cost model (AC):

- indicate only your additional eligible costs, except for Management of the Consortium Activity for which you may indicate your full efigitie costs;
do not declare eligible direct additi cosls if covered by fram third partles as mentioned in Arficles I1.20 and 1.23.a and b of the
contracl.

if you are a conlractor using & full cost model (FC/FCF), indicate your full eligible costs
The cosls should distinguist direct and indirect costs
l#namsﬁ. adjustments to previous period(s) may be inciuded where appropriate

| Other 5
Management of Activi
‘[the Consortium| ©

Demanstration:
Nel

AR(BIHE) |
{DIHEREIES

Contractor
Third Party

Contracton

Contracton
Third Parky|

rect oogts’
Ofi

sybegnlrac

Indirect costs | 951644

Ad]eisty = .
previous parlod(s)"] , 0,00}

[Totallcosts' 58 111.96] ofl Qugh

7ESPOE BIEGEYCH REWIDENT(H
#»8ALDO-KRE
#1-362 Gdynia, ul.
el 661 3020, N
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3- Declaration of receipts (in €)

If you are a cantractor using the additional cost model (AC), indicate only receipls covered by Aricle I1.23.c of the contract.

Tachnologlaal | ]
{iDavol it/ Training

Contractor
Contracto
Gontractor

Lontrastor

[Totalreceipts

I you are a confraclor using a full cost model (FC/FCF), indicate receipls covered by Article I.23 of the contract,

TVpeof ActvHye
Other Specif

Transnational

At

Ac I
Connectivity

FThird Party

4- Declaration of interest generated by the pre-financing (in €)

To be completed only by the coordinator.
Did the p (advance) you received by the C for this period earm interest? (Yes /Na) ] [ |
If yes, plaase indicate the amount {in €) | | |

§- Reguest of FP6 Financial Contribution (in €}

For this period, the FP§ Community fif

ial ted is equal to { amount in €)

58 111,96

'E- Audit certificates
According lo the contracl, does this Financial Statement nced an audil certificate {or several in case of Third party(ies))
h(

es

delivered by independent auditor(s)? (Yes /No)

If Yes, does this(those) sudit cortificalefs) cover only this Financial Statemen! per Activity? (Yes / Na)

If Mo, what are the periods covered by his{those)

audit certificate(s) ?

Alditicertific

Al are oT IR E e
dalnamaufine Sdi Gost of the cerificate

firm

{ e atale
i n:ITn: ol el Gostotthe cardificate

HEROG LB Costof the certificate

| fm
If necessary add anothar Form C.

5 | ] {.ih aldii :
Leae Je el - Costofthe certlficats

309,91

Reminders:
The cost of an audil cerificate is included in the cosis deciared under the aclivily

of the Ci “The required audit certificate (s) is

(are) altached to this Financial

-~
B -
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Cosls incurred in currencies other than EURO shall be reported in EURO,
Please menlion the conversion rate used (only one choice is possible) — Please note that the same principle applies for receipts.

I £ : Cabtractors
- Ganversian rale of the dale of incurred actual costs? (YES /NO)

S - “arylies)

| ; Third!Partyidiiydy

- Conversion rate of the dale of incurred acfual cosis? (YES / NO)

- Conversion rale of the first day of the first month following the period covered by this Financial Statement? (YESNG]
Third PartiZ (Y2} AT i

- Conversion rate of the date of incurred actual cosls? {YES/NQ)
- Conversion rafe of the first day of the first month following the periad covered by Ihis Financial Sialement? (YESNO)
| : g i ISThird P rtvisIY3) ;

- Conversien rate of the date of incurred actual costs? (YES /NO)
Conversion rate of the first day of the first month fallawing the period covered by this Financial Sﬁlamsn {‘Y
ThirdEarh (Y] AR AR

nversion rale of the dale of incurred aclual costs? (YES /NO)|
I—_Cmmmbn rale of the first day of the first month ing the period covered by this Financial Stalement? (YES/NO)
If necessary add another Form C.

8- Contractor's Certificate

We cerlify that:

= Ihe costs declared above are directly related to the resources used o reach the objectives of the projact ;

- the receipls declared above are directly related 1o the resources used lo reach the objectives of the praject ;

- the cosls declared above fall within the definiion of efigible costs specified in Arlicles 1119, 11.20, 1.21, 1,22 and 1125 of the contract, and, if relevant, in
Annex Il and Article 9 (special clauses) of the conlract ;

- the receipts declared above fall within the definition of receipts specified in Articte 1123 of the contract ©

- the intarast by the pre-i ing decl above falls within the definition of Article 11,27 of the contract ;
- the dj 3 lally ko cosls rep in previcus Financial & (s) per Aclivity, have been incorparated in the above Stalement ;
- lhe abaove infs ion declared is F and frue ;

- Ihere is full supperting documantation to justify the information hereby declared. It will be made available at the request of the Commission and in the]

event of an audit by the Cemmission and/or by the Court of Auditors andlor their authorised represenlalives.

I ¥ [ Narie of the Person resporsible Nefe o theldlyEntharsad
fortheivork | Financial Qfficen

1 NORBERT MEYER [ === MARIA SZUBINSKA

Diatel ; |[E Date

20032007 _ 20.03.2007

B STHnatiren ‘Signature
L 5180

ST OF B
POLISH Acf

aiowny
sty Gheenll B
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- Form C (I3) template for Microsoft Excel

Form C - Model of Financial Statement per Activity for Integrated Initiatives for Infrastructures

(*) I UF i3 used under "cther spacific . please mention the two costs modals used (eg: FC f UF or FCF / UF or ACIUF)

February 20, 2007 l

1- Resources (Third
Are there any resources made available on the basis of a prior agreement with third parties identified in Annex | of the contract?
(Yes/No)

I Yes, please provide the following information

I necessary add ancther Form €

2- Declaration of ble costs (in €)
Flease complete only the activity covered by the relevant instrumen! {and type of action) indicaled above and as mentioned in Arficle .25 andor in
| Annexas | and Il of the contract.

If you are a contractor using the additional cost model (AC):

- indicate only your additional eligible costs, except for Management of the Cansortium Activity for which you may indicate your full eligible costs;
do nol declare eligible direct additional costs specifically covered by Tfrom third parties as mentioned in Arficles I1.20 and I1.23.a and b of the
confract,

If you are & contractor using a full cost mode! (FC/FCF), indicale your full eligible costs
The costs declared should distinguish between direct and indirect cosis
I necessary, adjustiments lo i i may be included whers

LR FP6 13 Contract 026642
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Farm C {I3) template for Microsoft Excel

3- Declaration of receipts (in €)
If you ara a contractor using the additianal cost model (AG), indicate only recelpts covered by Article IL.23.c of the confracl.
I you are & coniraclor using a full cost model (FG/FCF), indicate receipls covered by Article 1,23 of the contract.

S AT

Other 5;
Activ

4- Declaration of interest generated in

To be ted by the coordinator.

Did the pre-financing ) you by the Commission for this period eam interest? (Yes / No) | T [

I yes, please indicale the amount fin €] | { {

{5— Request of FP6 Financial Contribution {in €}

|Forrhispariod.fhsFPS-" ity fi ial contributi is equal to { amount in €) i l 0

to the contract, does this Financial Staternent need an audit cerificate {or several in case of Third party(ies))
i d ? (Yes / No) N

If No, what are the periods covered by this{those)
audit certificatefs) 7
Whal Is tha fotal cost of this{inase) audi ceriicate(s) (i

i

Iz

If necessary add snother Form C.

| Reminders:
The cost of an audit cerificate is included in the costs declared under the activity of the Ci fum" The required audit certifficate (s) is

|farg) 1o this Financial

»

T FP6 13 Contract 026642
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Form C (13) template for Microsoft Excel

|Z_Gonversion rales
Cosis incurred in currencies other than EURO shall be reported in EURD.

Please mention the conversion rate used (only one choice is possﬁ:ldn] ~ Please note that the same principle applies for receipts.
T i B A

e

3 Rt
- G mwo(ﬂwdama!mmmanh&fm’[ﬂfS!Wj
- Ci mmofm#mdx OFWWWMMM

33 it
- Conversion rata o mmmmmmmr;gfs;m;
-canmsmmormmwdaywmm Ih Toliowing the period
-Cmvwmra!anﬂhedarsafhmmdm!wss?mfm
Ooummmmafmﬂmdaywmﬁmmﬂhm‘m

mmmmoféedhwdmammsm (VES/NO)
mmmdmmrmwmmMmmmmm vered WsFﬁmmMS‘Mmi? ESWO}
e -

_a}:}amm of the dale of incurred aciual costs? (YES / NO)
- Conversion rate of the first day of the first monih following the period covered by Ihis Financial St [YES/NG] | ]
It necessary add analher Farm C.

B- Contractor's Cerlificate

'We cerlily thal:

- the costs declared above are direclly related to the resources used lo reach the objectives of the project ;

- the receipts declared above are directly related to the resources used to reach the objectives of the project ;
- the costs declared above fall within the definition of eligible costs specified in Articles 1119, 1120, 1121, 1122 and 1125 of the contract, and, if relevant, in)
Annex Il and Article 3 {special clauses) of the contract ;

- the receipts declared above fall within the definilion of recelpls specified in Article 1123 of the contract ;

- the imerest generated by the pre-financing declared above falls within the definition of Arficle 1127 of the contract ;

in the above H

- the to cosls reporled in previous Financial Statement{s) per Activity, have been i

- the above lrinrmalnun declared is complete and true ;
- there is full 1o jusiify the i herety declared. It will be made available at the request of the Commissien and in th
lalives.

event of an audl by the | Cumm[ssbn and/or by the Court of Audilors and/or their auihorised
T e T

SE FP6 13 Contract 026642
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Form C - Model of Financial Statement per Activity for Integrated Initiatives for Infrastructures
{to be completed by cach contractor)

A

pa of Instrument

Inlegrated Iniliatives for
Infrastruclures. ne

Ttle {arAcronym)

#0031 521585101 Ezmall

st model Uspd (AGIFC or FOF)
(UF:User Fee) {4)

") It UF Is used under “other specific
ACIUF)

1- Resources {Third party(ies))

Are there any resources made available on the basis of a prior agresment with third parties identlified in Annex | of the contracl? No
{Yes /No)

If Yes, please provide the following information

11 begalinam

jrd Party

I L )
[hird Party 41 (¥4) 0 Lepal name

It necessary add another Form c

2- Declaration of eligible costs {in €)

FPlease complete only the activily coverad by the relevant instrumen! (and lype of aclion) indicated above and as mentioned in Arficle 1125 andior in
(Annexes | and Il of the contract.

W you are a coniractor using the additional cost model (AG):

- indicate only your additional aligible costs, except for Managemeant of the Consoriium Activily for which you may indicale your full eligible costs;

do not declare eligible direct cosls Iy covered by from third parties as mentioned in Arficles 120 and 11.23.a and b of
the contract,

I you are a conlractor using a full cost madel (FC/FCE), indicate your full eligible costs

The cosis should b direct and indirec! cosls

I necessary, Iments lo previous d(s)} may be included where e

0 0.00) 0.00] 0.00} Q.
0.00) 0.00 0.00] 0.00]
: o o .00 .00 0 0.00|
LR FP6 |3 Contract 026642
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- D ceil in

W youare a using the cost model {AC), indicala anly recelpls covered by Article 11.23.c of the confrach
If you are a conlractor using a full cost model (FC/FCF), indicale receipls covered by Arlicle 11,23 of the contract,

TYRE rAGHVIty
Specilic
céqrdin:n ni

Netv

[{2)]

|
|
|
1

Contracton
Coplractor
T hird Party]
GContractor
Conlractor

o
o
=
5
o
o
=

4- Declaration of interest generated by the pre-financing (in €)
To be completed only by the coordinator.
iesion for his period earm (vos/No] | | |
|

Did the pre-financing (advance) you receivad by the C
I yes, please indicate the amount (in €)

5- Request of FP6 Financial Contribution (in €}

For this period, the FPE Communily financial ibution i Is equal to { amount in €) i [ ]
EB- Audit certificates
|According o the coniracl, does this Financial Statement need an audit certificate {or several in case of
Third ies)) delivered by in nt 7 (Yes/No, NO
If Yes, does this(those) audit certificate(s) cover only this Financial Statement per Activity? {Yes / No)

0.00

If No, what are the periods covered by this{those)
auait cerilficate(s) 7 B0
Whal is the lotal cost of this(ihose) audit certificate(s) (in €) per independent audior(s) 7

Legal name of the mL.

Alrm

Reminders:
The cost of an audit cerificate is included in the cosls declared under the aclivity of the C “The audit certifl (s)is
(ara) hed to this Financial Statement

LR FP6 13 Contract 026642
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7- Conversion rates
Costs Incurred in currencies other than EURO shall be reported in EURO.

Ptease mention the conversion rate used {only one cholce is possible) — Please note that the same principle applies for receipts.

- Conversion rate of the date of § actual cosls? (YES/NO)
- Conversion rale of the first day of the first month following the perod covered by Ihis Financial Stalement? (YES/NO)
EEEEE Third[Pactylies) i

|- Conversion rate of the firsi day of the first monih ng the period covered by this Financial St ? (YESING) |

It nacessary add another Form C.

8- Contractor's Certificate
We certify that:

- the costs declared above are direclly relaled 1o the resources used to reach the objeclives of the project ;

- the receipts declared above are direclly related fo the resources used to reach the objectives of the project ;

- the: cosls declared abave fall within the definition of eligitle costs specified in Articles 1119, 1120, 1121, 11.22 and 1.25 of Ihe conlract, and, if relevant, In)
Annex [If and Article 9 (special clauses) of the conlract :

- Ihe receipls declared above fall within the definition of recelpts specified in Article 1123 of the contract ;

- the interest g ted by the pre-fi g declared above falls within the definition of Article 1127 of the contract ;

- the dji , especially to cosls ref i In previcus Financial S per Aclivily, have been incorporated in the above|
Statement ;

- the above infl o is and true ;

- Ihere is full supporling documentation to justify the information hereby declared. It will be made available at the raquest of the Commission and in the|
Name ofthe Patson responsible
L forthelwork: ST EinanclaliOfficerts
~ Dr.C.1. de Vos

Date.

L L E £ A |

Slanatire ] YISighatiire
—

phona: +31 w}szs 5951 00 fax: +31(0)521 50 51 0-1
intarnet: www.astron.nl

- T FP6 13 Contract 026642
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Form C (13) template for Microsoft Excel

Form C - Model of Financial Statement per Activity for Integrated Initiatives for Infrastructures

(te be completed by each contractor)

ntegrated Initlatives for
nfrastructures

3491

(*} If UF is used under "other specific viti 1 ] ivity”, please tion the two costs models used {eg: FC/UF or
FCF / UF ar AC/UF) .

1- Resources {(Thir es

Wre there any resources made available on the basis of a prior agreement with third parties identified in Annex | of the
contract? (Yes / o)

if Yes, please provide the following information
Y AEnE]

2- Declaratjon of eligible costs (in €)

Please complete only the activity covered by the relevant instrument (and type of action) indicated above and as mentioned in Article .25
andfor in Annexes | and Ilf of the contract.

if you are a contractor using the additional cost madel {AC):

- indicate only your additional eligible costs, except for Management of the Consortium Activity for which you may indicate your full efigible costs;
do not declare eligible direct additional costs specifically covered by contributions from third parties as mentioned in Articles 11.20 and 11.23.a
and b of the contract. :

If you are a contractor using a full cost mode! (FC/FCF), indicate your full eligible costs

The costs declared should distinguish between direct and indirect costs

if necessary, adjustments to previous period(’s) may be included where appropriate

Other Specific
Activities:
Coordination /
Networking

fon Qther Specific
| Transnational Snec
Access | Activities

. Cannectivity

(D) {E}

- T FP6 13 Contract 026642
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Form C {13) template for Microsoft Excel

678,58 678,58]
678,58 678,58

f you are a contractor using the additional cost model (AC), indicate only receipts covered by Article II.23.c of the contract.

f you are a contractor using a full cost model (FC/FCF), indicate receipts covered by Article 11.23 of the contract.

Other Spec
Activ 1
| Transnational
Access [
|\ Cannectivity |

Other s
Coordination / Activi
Netwarking

") : (")

To be completed only by the coordinator.
Did the pre-financing (advance} you received by the Commission for this period earn interest? {Yes

if yes, please indicate the amount (in €)

|— - of FP6 Fina Co

. . . . — . . 678,58
For this period, the FP6 Community financial contribution requested is equal to { amount in €)
[6= Audit cerfificates
lAccording to the contract, does this Financial Statement need an audit certificate (or several in case of]
Third party(ies)) delivered by independent auditor(s)? (Yes / No)
fYes, does thisfthose) audit certificate(s) cover only this Financial Statement per Activity? (Yes / No)
If Wa, what are the periods covered by this(those) .
laudit certificate(s) 7 .
What is the total cost of this(those) audit certificate(s) (in €) per independent auditor(s) 7

HEFECtOR(X) e

T A e e e e R e

- T FP6 13 Contract 026642
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Farm C (13) template for Micrasoft Excel

The cost of an audit certificate is included in the costs declared under the activity “Management of the Consortium®.The required audi

[Reminders:
icertificate (s) is (are) attached to this Financial Statement

7- Conversion rates
asts incurred In currencies other than EURD shall be reported in EURO.

Please mention the conversion rate used (only one choice is passible) - Please note that the same principle applies for receipts.

- Conversion rate of the date of incurred actual costs? (YES / N‘o_) .
- Conversion rate of the first day of the first month following the period covered by this Financial Statement? (YES/NG)

. il
Conversion rate of the date of Incurred actual costs? rYEs £NO)
- Conversion rate of the first day of the first month following the period covered by this Financial Statement? (YES/NO)

- Cmversmn rare of rhe dam of incurred actual' costs? (YES / NO)

- Conversion rate of the first day of the first month following the period covered by this Financial Statement? (YES/NO}

- Cunvers-’an rate of the date of incurred actual costs? (YES / NOJ
- Conversion rate of the first day of the first month following the period covered by this Financial Statement? (YES/NO)

- Convers.ran rate oa‘ the date of incurred acrua! cosrs? {YES / NO)
- Conversion rate of the first day of the first month following the period covered by this Financial Statement? (YES/NG)

If necessary add another Form C.

‘8~ Contractor's Certificate
'e certify that:
- the costs declared above are directly related to the resources used to reach the objectives of the project ;
- the receipts declared above are directly related to the resources used to reach the objectives of the project ;
- the costs declared above fall within the definition of eligible costs specified in Articles 1119, 11,20, I.21, 11.22 and 11.25 of the contract, and, if
relevant, in Annex Ul and Article 9 (special clauses) of the contract ;
- the receipts declared above fall within the definition of receipts specified In Article 11.23 of the contract ;
- the i g d by the pre-fi ing declared above falls within the definition of Article 11.27 of the contract ;
- the necessary adjustments, especially to costs reported in previous Financial Statement(s) per Activity, have been incorporated in the above

- the above information declared is complete and true ;

- there is full supporting documentation to justify the information hereby declared. It will be made available at the request of the Commission
and in lhe event uf an audit by lhe Commission and/or by the Co
e

- T FP6 13 Contract 026642
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Form € (13) template for Microsoft Excel

Form € - Model of Financial Statement per Activity for Integrated Initiatives for Infrastructures
{10 be completed by each cantractor}

i ntegrated tnitlatives for AR T Asten HA.
| Infrastructures neeeasary) A

EXPRoS o S e

00 (+161 2 9372 4350
A550. TZIOUMISECSIO. au

{Faal or Flat
Irect cosls,
o

D
irpct

1]
1- Re Third party(ies
JND

Tl TLHEAL

If necessary add anather Form ©

2: Declarat] slinible costs (in €)

Piaase complate only the aclivily covered by lhe relevant instrumant (and type of action) above and as In Arfele 1125 andfor in Annexes | and I of the conlract.
If you are @ contraclor using the additional cost model (AGH

- indicate enly your addifional efgible costs, excep! far of the ity for which you may indicale your full efgible cosis;

do not declare eligible direct cosls covered by confributions from third parties as mentioned in Aricles 1.20 and H.23.a and b of the contract.

W you are a contracler using a full cost model (FC/FGF), indicate your full efigitie costs

Tha cosls declared showld distinguish betveen direct and indirect costs

i 3 adjustments lo i may be included whers

P £
195,520.00 1.244,548.07 € 144006807 €
R o ‘. 5
otalEosts 156,520.00 1244 54007 § 1,440 049 O
3- Declaratian of receipts (in €)
I you are a contraclor using the additienal cost rrodel (AC), indicate only receipts coverad by Article 1. 23.¢ of the contract.
If you are @ conlrctor using a full cost model (FC/FCF), indicate recelpts covered by Articls 1,23 of the contract.
- ¥ FP6 13 Contract 026642
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Form G (13) template for Microsoft Excel

SR

Treinlng

«
s
5
g
5}

[Tolalkecelptsil

|5- Request of FPE Financial Contribution (in €)

the FFE Comm financial contribulion resuested is equal fo { amoun! in €

| | 20,000.00 €

nead an audi! for several in case of Third parfyfles))

YES

perActhily? (Yes/ o)

| Reminders:
The cost of an audd cerfificale Is included in the cosis declared under the achvily *Management of the Consarffum”. The required audit carlificate (s) is (ars) altached lo this Financla)

Statement

7- Conversion rate
Cosls incurred in currencies other than EURO shall be reporied in EURO.

Please menlion the conversion rate used (only cne choice is possible) = Please note that the same principle applies for receipls.

DIFACION

- Conversianrate of the firs! day of the first month following the perod covered by this Financial Stalement? (YESMNO)

- T FP6 13 Contract 026642
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Form C (13) template for Microsofl Excel

- Conversion rate of the dale of incurred aclual costs? (YES /NO)
- Conversion rale of the first day of the frst manth fafiowing the perod covered by this Financial Slatement? (YESNG)

If necessary Farm C.
8- Contractor's Cerificate
W cerlify thal:

- the costs declared above are direclly relaled 1o the resources used 19 reach the objectives of the project ;

- the receipls declared above are dreclly relaled 1o the rescurces used to reach the objectives of the project ;
- Ihe costs declared above fal within the definiion of eligible costs specilled in Aricles 1,19, IL20, 121, 11,22 and 11,25 of the conlract, and, if relevant, in Annex 1l and Article 9 (special
clauses) of the contract ©

- the receipts declared above fall within the definilion of recaipls specified in Amicle 11.23 of Ihe contract ;

- e inleres generaled by the pre-nancing declared above falls within the definition of Aricle 1127 of the contract ;

- the necessary adjusiments, aspacially lo costs reported in presious Financial per Activity, have b o in the abave H

- the above information deciared is complele and boe |
- there is full hereby declared. it will be made aveiiable al the request of the Commission and in the event of an audit by the Commission|

N AT of the d il alithorsedig
| = Rinanclal Qficersts Sy

- T FP6 13 Contract 026642
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= Form C (I3) template for Microsoft Excel

Form C - Model of Financial Statement per Activity for integrated Initiatives for Infrastructures

(1o be completed by each contractor)

‘ype of instrument ¥ H.A.

Project:Title for Acranym)

al name

3
4] Or Jonathan Quick

il +27 12 326 0756

| Indirecticosts (Real'or
d [ACIFC or. FGF) '/ Flat Rate of 207 of Direat
User Fea}{*)

{*)fUFis usgd under "sther specific ivity”, please tion the tves costs models used {eg: FC {UF or FOF | UF ar
ACIUF)

2007 Feb 28 |
1- Resources {Third ias’
Are there any resources made avallable on the basis of a prior agreement with third parties identified in Annex | of the NO
contract? (Yes/No)
If Yes, piease provide the following information

Tl ERRY A (Y1)
P (Y2
[Tl Farty 2(¥3) " Legal
[T Party 4.(Ya) . Legal namel i
If necessary add another Form G

2- Declaration of eligible costs (in €)

Piease complete only the activily by the relevant i {and lype of aclion) indicated above and as mentioned in Article 11,25 and/or
in Annexes | and Il of the contract,

If you are a contractor using the addifional cost model (AC):

- indieate only your additional eligible costs, except for M. t of the C ium Activity for which you may indicate your full eligible costs;
do not declare eligible direct additional costs specifically coverad by contributions from third parfies as mentioned in Articles I1.20 and I{.23.a and b
of the contract,

If you are a contracior using a fuil cost medei (FG/FCF), indicale your full eifgible cosis
The costs declared should distinguish b direct and indirect costs

lft-necessﬂ. adi top i may be iy where appropriate

: S . :
Resea o 85 VR | Other Specific ° i
Tochnological fanagement of Activit 2 if i
g el Demonstrath | i Tatal
‘Developmant /i monstaton {[the/Gonsortium| = Goordination / g

I}
atl Networki
Innovation Networking Connectivity

(©)=(A(ErC)

(&) o 3 (E} ) (DJHEVHF)

oo™ FP6 |3 Contract 026642
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Form C (13} template for Microsoft Excel

0
L)
0 0 0 o 0 0| 1]
3- Declaration of receipts (in €)
If you are a contractor using the additional cost modeal (AG), indicats only receipts covered by Article I1.23.c of the contract.

If you are a contractor using a full cost model (FC/FCF), indicate recelpts covered by Article 11,23 of the contract.

e ' FETvne of Activity: T

£ Researchand Other Specific

Technolodical:|

Development /| Demoristration
Innoyation

izt | ; : e = (el |
A ! ) e s

hirdFarty{ies)
- Contractor
Contractor:

Contractor,

Contractor:
{iThird Farty(ies) |

Contractor
I Third Party|{les)

flotalreceipts

4. Declaration of interest generated by the pre-financing (in €)

To be completad only by the coordinator.
Did the pre- (2 ) you fved by the C fon for this period eam inlerest? (Yes / Noj| | [NO
|

17 yes, please indicate the amount in € | |

§- Request of FP6 Financial Contribution {in €)

For this pericd, the FP§ Communily financial contribulion resuested is equal to { amount in €) |

6- Audit certificates
to the contract, does this Fi ial Stal I need an audit certificate {or several in case of

Third party(ies)) defivered by i ent auditor(s)? {Yes / No)
If Yes, does this(those) audit certificate(s) cover only this Financial Stalement per Activity? (Yes / No)

If N, what are the periods covered by this{those) I

}suaﬂ‘ certificate(s) ? |
What is the fotal cost of this(those} audit cerlificate(s) (in €} per indepen:
e T e
[Ezgal Trama ™ of " tha audit Gostiof
(firm

A HeRTfiEate () ot the third] party{les (YS it hscesseril

T¥A% Lagalianiaof Eim At it F
o ﬂIITI'I Gdstofithe cartificates

oo™ FP6 |3 Contract 026642
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Form G (13) template for Microsoft Excel

If nocessary add another Form C.
|Reminders:
T.ﬁeousfo.'anaudﬁmrmimreishc\fadedmmemafso‘edaredundarmsadmn,u. g of the Ci ium’. The required audit certificate (s} is
(are) affached to this Financial Statemant

7- Conversion rates
Costs incurred in currencies other than EURO shall be reported in EURD.

Please mention the conversion rate used (only one choice is possible) — Please note that the same principle applies for receipts.

T RS G RTEIELE NS
- Gonversion rate of the dale of incurred actual costs? (YES/NQ)
- Conversion rafe of the first day of the firsf month following the period covered by this Financial Statement? (YESNO}

rieS) st
AN

- Conversion rale of the dale of incurred aciual casls? (YES/NO)
- Conversion rate of the first day of the first month foﬁoufngtheperﬂ:dmmmdbymis Financial Statement? (YES/NO}

- Conversion rate of the date of incurred actual coste? (YES/NO)
- Conversion rate of tihe first day of (e first rmonih following the period covered by this Financial Statement? (YESWNO)

- Conversion rale of the date of incurred aclual costs? (YES / NO)
- Conversion rale of the first day of the first monih following the period covered By his Financial Statement? (YES/NG)

- Conversion rale of the date of incurred actual costs? (YES/NO)
- Conversion rate of the first day of the first manin following the period covered by his Financial Statement? (YES/ND)

I necessary add another Form C.

8- Contractor's Certificate

We certify that:

- Ihe costs declared above are direclly related to the resources used to reach the objectives of the project :

- ihe receipts declared above are directly related to the resources used o reach Ihe objectives of the project ;

- the costs declared above fall within the definition of eligible costs specified in Articles 1.1 8,120, .21, 11.22 and 11.25 of the cantract, and, if relevant,|

in Annex Il and Article 9 (special clauses) of the conlract ;
- the recelpts declared above fall within the definition of receipls specified in Article 1123 of the contract :

- the interest g d by the pre-fi ing d above falls within the definition of Article I1.27 of the confract ;

- the y adjustments, especially to costs repori