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Date: December 14th 2007

Reports on the status of the following deliverables:

	Code
	Description
	Status

	D13 SA2 SA2.01
	Feasibility study of the last-mile connection to the nearest NREN node for participant CNIG-IGN
	finished

	D14 SA2 SA2.02
	Feasibility study of the last-mile connection to the nearest NREN node for participant MPIfR
	finished

	D15 SA2 SA2.03
	Equipment of the last-mile infrastructure for participant INAF (telescope in Medicina)
	finished

	D16 SA2 SA2.04
	Feasibility study of the last-mile connections to the nearest GEANT NREN node for participant CAS (Shanghai, Urumqi, Miyun, Yunnan)
	finished

	D17 SA2 SA2.05
	Feasibility study of the last-mile connection to the nearest NREN node for participant VIRAC
	finished

	D18 SA2 SA2.06
	Feasibility study of the last-mile connection to the nearest NREN node for participant HRAO
	ongoing

	D19 SA2 SA2.07
	Feasibility study of the last-mile connection to the nearest NREN node for participant NAIC (Arecibo)
	finished

	D20 SA2 SA2.08 
	Feasibility study of the last-mile connection to the nearest NREN node for participant TIGO
	finished

	D21 SA2 SA2.09
	Feasibility study of the last-mile connection to AARNET for participant CSIRO
	finished

	D29 SA2 SA2.10
	e-VLBI test observations, Medicina


	finished

	D37 SA2 SA2.11
	Equipment of the last-mile infrastructure for participant MRO
	finished

	D38 SA2 SA2.12
	Construction and equipment of the last-mile infrastructure for participant CNIG-IGN
	ongoing

	D39 SA2 SA2.13
	Construction and equipment of the last-mile infrastructure for participant MPIfR
	ongoing

	DSA2.14
	10 Gbps link upgrade between MERLIN and JIVE
	ongoing

	DSA2.15
	e-VLBI test observations Metsähovi
	finished

	DSA2.16
	Construction and equipment of the last-mile infrastructure for participant Shanghai
	ongoing

	DSA2.17
	Construction and equipment of the last-mile infrastructure in AARNET to allow connection of participant CSIRO
	finished

	DSA2.18
	Construction and equipment of the last-mile infrastructure for participant Urumqi
	unkown

	DSA2.19
	Construction and equipment of the last-mile infrastructure for participant Miyun
	unkown

	DSA2.20
	Construction and equipment of the last-mile infrastructure for participant Kunming
	unkown

	DSA2.21
	Construction and equipment of the last-mile infrastructure for participant VIRAC
	ongoing

	DSA2.22
	Equipment for the last-mile infrastructure for NAIC
	ongoing

	DSA2.23
	Construction and equipment of the last-mile infrastructure for participant TIGO
	ongoing

	DSA2.24
	AARNET connectivity enhancements
	finished


1. Construction and equipment of the last-mile connection to the nearest NREN node for participant CNIG-IGN

The CNIG-IGN 40-meter radiotelescope is located in the town of Yebes, 75 km NE of Madrid (Spain). The data is to be delivered to the GÉANT national node at RedIRIS, in Alcobendas (94 km to Yebes).

The needed infrastructure is being built by a commercial company. The line has to cross the small town of Horche, nearby to Yebes, and the handling of the necessary permits may delay its construction a few months. The contract will be signed early in 2008, however the expected date to start 1 Gbps operations is May 2008. This fits well with the start of scientific operation of the 40-m radiotelescope, which commissioning is ongoing now, affected of a small delay.

2. Construction and equipment of the last-mile connection to the nearest NREN node for participant MPIfR

First e-VLBI fringes using the newly laid Effelsberg fibre for data transfer happened on December 12th 2007. The data was transferred between Effelsberg and Bonn at about 500 Mbit/s. Participating stations were Wettzell and Medicina (was also a test for an INAF software correlator). Data from those two stations came in via the 1 Gbit line from GEANT, at lower data rates.

Line tests at up to 10 Gbit will be done shortly.

The 1 Gbit line now is switched off. It is expected to be online again by about the middle of January. By that time the DFN will have moved its POP to Bonn university. The 10 Gbit line to Groningen should be ready by then, together with a 1 Gbit line to GEANT (the contract was signed on December 14th 2007). Therefore some line testing for eVLBI can be done before the February session of the EVN. After this, some eVLBI tests with JIVE should be preformed. In March/April 2008 the VLBI equipment will be moved to the Faraday room, as this eVLBI stuff disturbs the telescope (interference). The telescope will be down during that time as well. Operational eVLBI sessions will be possible after the re-building of the VLBI equipment. 

3. Equipment of the last-mile infrastructure for participant INAF (telescope in Medicina)

In the first days of December the network operators that manage Medicina's fiber connection have changed the switch/repeater on the Medicina-Bologna path whith a new one that support jumbo frames. and in the first memory to memory tests a new rate of 980-990 Mbit/sec with JIVE is achieved.

But in the 12 December EVN tests this speed could not be achieved on a real traffic situation because of little "speed holes" every 30 seconds. The solution to these problems is being investigated together with the managers of the Garr/GEANT network. Moreover, the motherboard of the Mark5 is being upgraded.

4. Feasibility study of the last-mile connections to the nearest GEANT NREN node for participant CAS (Shanghai, Urumqi, Miyun, Yunnan)

No news to report.

5. Feasibility study of the last-mile connection to the nearest NREN node for participant VIRAC

The Mark-5 upgrade kit is dispatched now and is expected to arrive in VIRAC by the end of this year. Regarding the needed DBBC, it is almost ready but some minor completions are needed so it could be ready on the beginning of February. The 5 GHz receiver is ready at Medicina (Italy) to be taken to VIRAC together with the DBBC.

After receiving all the equipment, some months will be needed for setup, reading manuals, tests etc before observations could start. Also the renovation of the laboratory rooms are under way now, and should be ready in January 2008. File transfer tests Irbene - JIVE will be performed to prepare for e-VLBI.

6. Feasibility study of the last-mile connection to the nearest NREN node for participant HRAO

No news to report.

7. Feasibility study of the last-mile connection to the nearest NREN node for participant NAIC (Arecibo)

No news to report.

8. Feasibility study of the last-mile connection to the nearest NREN node for participant TIGO

No news to report.

9. Feasibility study of the last-mile connection to AARNET for participant CSIRO / Construction and equipment of the last-mile infrastructure in AARNET to allow connection of participant CSIRO

No news to report.

10.  Equipment of the last-mile infrastructure for participant MRO

Work in e-VLBI continues successfully. Lately a series of geodetic VLBI ultra-rapid UT1 experiments with Onsala, Kashima and Tsukuba have been performed at 128 and 256 Mbps data rates, both in real-time and near-realtime. The correlation results were obtained at world-record turn-around time delay.

Several improvements to the Tsunami eVLBI software have been implemented, and increased support to its users has been also provided. As Tsunami popularity increased, eVLBI experiments between countries become feasible.

It is also gratifying to see that other stations and institutes are starting to use the Tsunami protocol for eVLBI. Recently MPIfR and Wettzell have joined the group.

11.  Equipment of the last-mile infrastructure for participant UniMan

University of Manchester is responsible for the connection of the radiotelescopes in MERLIN and its central site at Jodrell Bank.

Net North West have ordered equipment for the JBO links and is has arrived. There are some cabling changes to be made in Manchester, after that the equipment will be installed in January. This will give a total of 4 x 1 Gbps links plus a 10 Gbps link Jodrell-Manchester.

However provision of links through JANET at 4 Gbps has not been so successful. We are still waiting for 10 Gbps equipment to be installed so that Manchester has a the light path connection we need for 4.2 Gbps FABRIC link through to Geant. In the meantime we are using the Dante experimental link from London for tests to Sweden.

