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1. Introduction
The addition of e-MERLIN telescopes to the European VLBI Networks results in additional long baselines and also short baselines. Together these enable extended radio sources to be imaged, and improves image fidelity. There is a high demand for this capability for EVN from astronomers, though the provision is resource limited.  The aim of project DSA2.14 was to seek to install a 10 Gbps link – in order to allow 4 x 1 Gbps or more streams from e-MERLIN into JIVE. Deliverable D27 describes the e-MERLIN array, and the status of connection of the new correlator to the network. Deliverables D45, D52 and D85, amalgamated into one document, also discuss the progress in interfacing the e-MERLIN telescopes. This report summarises the status of the links.
2. Current Status of the Links
Data from the MERLIN telescopes have been brought back to Jodrell Bank in Cheshire via microwave links. This system, still in operation, has limited bandwidth, resulting in an effective 128 Mbps for each remote telescope. Higher data rates can be achieved form local telescopes where microwave links are not used. This system is being superseded by e-MERLIN which though using the same telescopes, now operates with a purpose built dark fibre network operating at 30 Gbps per telescope, giving a total data rate input into the new correlator at Jodrell Bank of 240 Gbps. The 

new correlator currently (Aug 2009) under construction will have the facility to output data (at rates of up to 10 Gbps per telescope) to the network, but this requires considerable development of firmware for the FPGAs involved.

The current links from Jodrell Bank to the network consist of 2 x 1 Gbps links from Jodrell Bank to Telecity in Manchester, followed by 2 x 1 Gbps connections into the JANET network. These are routinely used for e-VLBI observations. In addition we successfully negotiated a 10 Gbps link from Jodrell Bank to Manchester, with a 4.2 Gbps connection through JANET, through Geant2 and NORDUnet to Onsala for the JRA1 broad band tests. A fraction of the rental of the links from Jodrell to Manchester has been paid from EXPReS.

Initially we considered using 4 x 1 Gbps links from Jodrell Bank to JIVE; however it seemed at the time of writing the EXPReS proposal that a single 10 Gbps link, which could be switched between Onsala and JIVE was the preferred solution. The fact that we would not use the full bandwidth and following discussions with JANET staff , led us to consider VLAN connection to allow a total of 4.2 Gbps per second. This allows a single 4096 Mbps link from Onsala to Jodrell, or 4 x 1024 links from Jodrell to JIVE. As a result we have temporary use for testing purposes of a 4.2 Gbps link Onsala – Jodrell Bank, used for JRA1. Discussions with JANET suggested that a switch from Onsala to JIVE should only happen once. This links has proved to be successful and we are very grateful to JANET and DANTE for the provision of this test link.
Though hardware and outline firmware designs for the implementation of multiple MERLIN telescope operation in e-VLBI are complete, full performance of the digital e-MERLIN system with tests at 1024 Mbps or higher as not yet been achieved, largely due to delays in delivery of the correlator in circumstances beyond our control. We are therefore not yet ready to make tests to JIVE and so the 4.2 Gbps link has not been switched from Onsala to JIVE.
The addition of a permanent 10 Gbs link through JANET and Geant to JIVE will require a considerable capital investment from the University of Manchester as will any change to the existing set up under current network operating modes. Such funds are not available from the current capital and operating budgets for e-MERLIN. However future developments of the networks, as extra bandwidth is added, may result in a more favourable operating mode.
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