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1 Introduction

1.1 Purpose and scope

This document describes the topology of the national and international LOFAR network and describes the choices made with regard to the build and configuration of the network. The purpose of this document is to serve as a lessons learned and specification report for the ASTRON part of the FABRIC-EXPReS program. This document is named in the EXPReS project plan as product number D25

1.2 ASTRON

ASTRON, the Netherlands Foundation for Research in Astronomy, in Dwingeloo, is a government institute for the development, deployment and operation of radio astronomy instrumentation. A fine example of its know-how and expertise is the well-known Westerbork Synthesis Radio Telescope. After a complete renewal in 2002, it is once again one of the most sensitive telescopes on Earth. 
Though the radio telescope in Westerbork is one of the most sensitive telescopes in the world, it can study galaxies in the local universe only. In addition, astronomers would also like to detect objects so far away that the signals have taken nearly the age of the universe to travel to us. For this, the new telescopes would have to be 100 times more sensitive. Questions such as ‘what is the history of the universe’ and ‘which objects formed first after the birth of the universe’ can therefore not be answered at the moment. At the ASTRON laboratory in Dwingeloo enthusiastic astronomers and technicians are involved in developing an ultramodern new radio telescope. This new instrument is called LOFAR. It will open up new ways to do innovative, in-depth research.
1.3 The LOFAR program

The LOFAR XE "LOFAR"  or Low Frequency Array telescope is the first astronomical radio telescope to employ a phased array antenna. The telescope consists of about 20.000 unidirectional radio receivers coupled to one of the fastest supercomputers in the world. This supercomputer takes care of the pointing of the antenna and data reduction/processing. 

The antenna stations will be spread over an area with a diameter of 350 kilometers. For connecting the antennae to the central computer a fibre-optic communication network will be used. The amount of data passing over the link to the supercomputer is in the order of a terabit per second.

This enormous sensor network can be used for other purposes too. Some practical applications already in use are monitoring for precision agriculture and geophysics. The Dutch realized the value of the program and awarded it with a grant of more than 40 million euros.

LOFAR began as a test case of an even more revolutionary telescope; the Square Kilometre Array. This program will make a quantum leap in antenna technology and produces even more data.
For more information see the LOFAR brochure at http://www.lofar.nl/PDF/lofarbrochure.pdf
1.4 The Fabric - EXPReS program and JRA1

For an overview of the EXPReS program and Joint Research Activities task 1 see the Description of Work for the EC Sixth framework programme “Research Infrastructures Communication Network Development” – “Integrated Infrastructure Initiative”, published on September 19, 2005.

2 LOFAR Infrastructure Overview

The purpose of the Wide Area Network  XE "WAN"  (WAN) is to transport large amounts of data from the sensors at remote locations to a central location and from there to the input cluster of the central data processor in Groningen.
Figure 1 shows an artist impression of the layout of the antenna stations; a central core  XE "Dense Core" (Dense Core) with a large number of antennas and 5 “spiral arms” dotted with antenna groups. This image shows the ideal layout. In the real world some of the locations drawn in this picture will coincide with cities and other impractical locations, making small topology adjustments necessary.

The LOFAR data transport network consists of two parts: the first part, that uses owned/leased fibres and active equipment, which is owned by LOFAR, is located in the North of the Netherlands. The second part, which connects the non-Dutch LOFAR stations (E-LOFAR) to the central processor employs bandwidth services for its data transport.

The LOFAR data transport network, which will be deployed along the LOFAR arms, will bring the data to the Dense Core near Exloo first. In a second stage, all data is transported, along the so-called LOFAR backbone, to the central processor site at Groningen. Both the fibers and the active equipment that are needed for the LOFAR data transport will be obtained using a number of open tenders. 
Figure 2 shows a schematic representation of the network. All signals are transported to a single network hub in the Dense Core and from there transmitted to CEP. All antenna stations will have a dedicated link to the central network hub or Concentrator Node  XE "CN" (CN).

The sensor systems of the LOFAR partners, denoted by the blue user icons in Figure 2, will also use the LOFAR-WAN for the transportation of their sensor data. Special care has to be taken to construct the WAN in such a way that the traffic of the partner sensors cannot interfere with each other or with the astronomical observation data.

Data rates from the antenna stations are initially about 2Gb/s. In the near future Dense Core stations will probably be upgraded to 20Gb/s. Data from the sensors of the partners are a few Megabits per second at most. Next to the mentioned data streams there is also network traffic that is related to the control and monitoring of the stations. These control and monitoring streams are relatively small compared to the data streams. 
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Figure 2   Schematic representation of the network
3 Networks

The LOFAR data transport network consists out of two parts. The first part, in the North of the Netherlands consists of owned/leased fibres and LOFAR-owned active equipment. This network is used for the transportation of huge amounts (~ 1Tb/s in total) of data over intermediate distances (~ 100km). The second part of the network concerns intermediate sized (in total ~ 100Gb/s), long haul (~ 1000km and beyond) data streams  For the second part of the network bandwidth services are used.
3.1 Owned/Leased fiber

The main goal of this part of the LOFAR network is to transmit large volumes of data over intermediate distances. For this network the following observations can be made:

· Data speed per station is in between 3 and 20Gbit/s. The required data transport for the concerning 76 stations, which are located in a relatively small area, is too much to transport over the Internet. So dedicated lines are needed.

· The network infrastructure is constructed in such a way that:
1. intermediate amplification is not necessary
2. pre-processing of all the antenna station signals can be performed at the LOFAR Core.
3. Network delays are as uniform as possible
The dense core represents a small area (2km across) with a very high data density (32 stations transmitting at 20Gbit/s each). For the dense area the choice is made for owned fiber. The data transport for the outer stations will take place via leased lines, since only a couple of fibers are needed. 

Using owned and leased fibers also reduces the problem of network security.

3.2 Public network

The connection of the non-Dutch LOFAR stations requires transport of 2 Gbps per LOFAR stations over long distances (~ 1000km). This transport will be performed with the use of bandwidth services, probably in the form of dedicated lightpaths. For the non-Dutch stations a dedicated light path may not always be available. In this case data will need to be transported via Internet like infrastructures.

An additional requirement for transport over the Internet will be security. Network security will be a small problem on an owned network, but on the Internet it is something to take into account. Stations will not send sensitive data, but network start and end points must be secured against mis-use from the outside

4 Protocols

4.1 Owned/Leased Fiber

On the owned/leased fiber, any protocol can be chosen. Because transport has to take place with commercial off-the-shelf equipment and because network overhead should be kept to a minimum, Ethernet was the final choice. Using Jumbo packets reduces network overhead even further. On top of the Ethernet header we place our own data header containing things like timestamp and beamlet. This allows the endpoint to uniquely identify the contents of the packet. Since a small amount of data loss is acceptable advanced flow control and retransmit options are not needed.

4.2 Public Network

Ethernet frames are not sufficient when transporting data over the Internet. For the Internet the data should be encapsulated into an IP protocol. The protocol with the least overhead is the IP/UDP protocol. It cannot be used for reliable transmissions (UDP doesn’t support sessions), but neither does Ethernet. At the moment we have no experience with the routing of Jumbo frames over the Internet and/or multiple network administrative zones. This will require some test work.
There are no IPv6 plans at the moment since it doesn’t bring any benefits. The IPv6 header is bigger. This means more overhead and lesser net data transfer.

The big problem with UDP is that is doesn’t support flow control. Because of this, special agreements will have to be made with the ISP’s. De danger of completely swamping an ISP exists.

Plans for a generic encapsulation gateway are emerging.  This brings all protocol problems out of the hardware and into cheap and easily replaceable parts. 

5 Networking Hardware

5.1 Switch vs. Media converter

All network start and end points (antenna boards and input nodes) have 1Gb/s Ethernet over copper. There are 2 main choices to transport data from the antenna’s to the input nodes:

· Media converters

· Switching hardware

Next to the transport of data, the following information streams should also be taken into account:

1. Management traffic to and from the Local Control Unit (LCU) at each station
2. Management traffic from the LCU to the station dataprocessing boards

3. Partner data and management traffic

Media converters have the advantage of being simple and easy to use for point to point connections. They seem to be the technology of choice for transport of data. A switch versus media converter study provided the following observations:

1. Research shows that the price per port is equal if not higher than the price per port of a switch

2. Switching hardware must be used anyway within the station to facilitate traffic between LCU and antenna boards

3. Partner and management traffic are of low bandwidth, when using media converters all these applications would require their own fiber pair, which is not an option

4. At least four data boards producing data streams of less that 500Mbit/s should be connected to Groningen. Using media converters this would require 4 fiber pairs. With a switch only 2.

The conclusion from observations 1 to 4 is that, based on cost, switching hardware is preferable. A fully switched network brings the following additional advantages:
1. All antenna boards can be connected to Groningen. This increases telescope availability. When one of the sending boards breaks, data transmission can be switched to another board

2. Station to station transfer becomes an option. This can be e.g. utilized for pre-processing of data from the remote stations by the core stations

3. Decoupling of the logical from the physical infrastructure. More on this issue is provided in the section on security. 

When selecting switching hardware for the LOFAR network, all proposed hardware must be analyzed thoroughly. There are some small variations in implementation across the vendors that can make life very hard. Examples of issues that must be considered are:

1. There are two Ethernet standards; Ethernet II and IEEE802. Some vendors use the first, others the last. This may cause a problem when using e.g. jumbo frames

2. Link concatenation implementations vary. Some are suited perfectly to the LOFAR implementation, others require more work, or don’t work at all

3. Features like MAC address forwarding are not implemented in all switches

4. The maximum number of VLAN’s  varies from model to model

To investigate these issues a generic switch test plan was written.
5.2 Security

The transfer of the LOFAR-data, management and partner streams via the same fibre-pair has some implications:

1. Non LOFAR data streams (partner and management) should not interfere with LOFAR data streams

2. Partners will want a guaranteed bandwidth

3. Data streams should be separated

Almost all switches have the following features to accomplish this:
1. Virtual LAN’s (VLAN); port based VLAN’s will be used for LOFAR. This means that each switch will be partitioned into several smaller virtual switches. Traffic cannot go from one virtual switch to another, unless specificly allowed on a layer 2+ switch or router.

2. Quality of Service (QOS); With QOS priorities can be assigned to the various data streams. By giving LOFAR data the highest priority, it will always go through

3. Some switches have rate limiting technology. With this technology a fixed data rate can be assigned to any port. This is preferred over QOS, since this is more straightforward

For connecting remote, Internet based stations; refer to the LOFAR security policy for the precise measures being taken. 

5.3 1Gb/s vs. 10Gb/s

Optical Ethernet standards exist for two speeds; 1Gb/s and 10Gb/s. Within the LOFAR program 10Gb/s technology is preferred, but the final decision will be made based on cost.  Phase one of the LOFAR telescope can very well be operated with the use of 1GbE technology. However in phase two and beyond, not enough fiber pairs are available at a couple of places, like the network backbone between Exloo and Groningen. This can be solved by combining 1 GbE technology with CWDM or DWMD optical multiplexing techniques or by employing 10GbE technology.
In optical multiplexing transmitters of several wavelengths are used so the signals can be multiplexed into one fiber pair. Multiplexers exist in 2 variants; active and passive. 

An active multiplexer takes the incoming signal, all signals may be of the same wavelength, and retransmits all signals on different wavelengths into one fiber pair. A passive multiplexer acts more like a prism. All incoming signals should be of different wavelengths and are put onto one fiber pair.

The choice for passive multiplexing was made because:

1. Passive multiplexers are cheaper

2. Passive multiplexers are smaller

3. Passive multiplexers don’t require power

4. Passive multiplexers have a virtually infinite MTBF

5. The retransmission step of active multiplexers is not needed because optical modules with a big enough power budget are available

Using active multiplexers will allow for cheaper transmission modules in the switches, but the total cost is higher. Especially when taking into consideration that at some remote stations only 3 fibre pairs are multiplexed into one.
In the choice between 1GbE/WDM and 10Gb/s Ethernet, the latter is preferred because:

1. Phase II of the telescopes will upgrade the dense core stations from 3Gb/s to 12Gb/s. In this case the price balance will certainly shift to 10Gb/s

2. Link concatenation is not needed for the stations in Phase I. This will make network configuration easier and will allow for a more graduate training time for the support staff

3. Using 10Gb/s now will allow for an easier upgrade path to Phase II

5.4 Frame vs. Stack

In all places in the network where switches are required, more than 48 networking ports are needed. Since 48 is the maximum number of ports in any single switch more than one switch is needed. In some places connectivity between the individual switches is not mandatory but in other places it is.

Coupling the individual switches also has the advantage of increased flexibility. For 48+ ports any to any connectivity, there are two options:
1. A stack: two or more switches connected to each other via a high bandwidth interconnect. These switches will act as one entity

2. A switching frame: a high speed backplane onto which several switch boards can be plugged.

Cost will be the most important driver for the final decision. For the stations a stack seems more favourable, for locations with 200+ ports it will probably be a frame based solution:

1. Because stacks are built in a ring, data from one switch to another has to pass through a certain number of other switches, thus limiting the amount of data they can exchange over the stack connector. In practice stacks should not grow beyond 4-5 switches

2. At a larger volume of ports, the infrastructure will become very complex, and thus management cost will increase faster than the number of ports, if stacks are used. The actual hardware price per port might still be in favor of the stack though.

3. Stacked switches are not able to support a large volume of 10Gb/s ports

5.5 Vendors

The LOFAR-WAN is constructed with the use of COTS active equipment. Since this equipment is not optimised for application in the LOFAR network, a high level of support from the vendors is required during installation. Not only for “normal” support, but it might even be needed to adapt firmware to support LOFAR’s functional demands. No all vendors are willing to supply this level of support, especially when the total volume of hardware is relatively low compared to other (big) customers.

The payoff for vendors is that LOFAR will share all of the findings and actively test hardware and features in a unique environment. 

Before equipment is bought in volume from any vendor, the vendor needs to understand this situation and agree with the level of support needed.
6 Research

6.1 Encapsulation gateways

Private networks cannot always be used to transmit data from the location of observation to the location of processing. In some cases the Internet might be the only option. If the Internet must be used, it will result in an extra set of network requirements:

· The choice between TCP and UDP is not always open. Some ISP’s will block large amounts of UDP

· There may be firewalls and address translations between the connection endpoints

· Both previous points also influence the application protocol

It is not feasible to create purpose built hardware for each situation, especially if these requirements vary per connection.

The solution for this is some kind of encapsulation gateway that can modify the data stream to make optimum use of the available resources. From the user point of view this will be like a VPN solution, but since these carry a lot of networking overhead, the physical solution will be different. More like stripping network headers and replacing them with another protocol. This can be simple (NFS like) or more complex (FTP or Tsunami)

If this is feasible with current PC type hardware then this is an ideal solution for LOFAR stations abroad, but also for VLBI (Expres program) and distributed telescopes in general.

Figure � SEQ Figure \* ARABIC �1�   Artist impression of the LOFAR topology
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