FABRIC Get Together Meeting
Jodrell Bank Observatory 1st Sept 2006
This meeting followed an ESLEA e-VLBI Bits and Bytes discussion held on the previous day and gave an opportunity for scientists in both in ESLEA and ESPReS to get together. The meeting consisted of 20-min talks followed by discussion.

Agenda

	9:30am
	Ralph Spencer (JBO)
	Introduction to JBO Fabric Work

	9:50am
	Simon Garrington (JBO)
	The eMERLIN System

	10:10am
	Brian Anderson (JBO)
	Utilising iBOB Technology for Fabric

	10:30am
	Stephen Kershaw (UoM)
	Planned JBO Protocol Work for Fabric

	10:50am
	
	Tea/Coffee

	11:10am
	John Conway (OSO)
	Planned PCEVN Tests

	11:30am
	Jouko Ritakari (MRO)
	Expres/Fabric Data Acquisition System

	11:50am
	Richard Hughes-Jones (UoM)
	Planned High Bandwidth Tests

	12:10 – 12:30pm
	
	Future Plans and General Discussion

	12:30pm
	
	Finish
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Summary of Talks

Ralph Spencer – Introduction to JBO Fabric work

· an outline of EXPReS and FABRIC aims and activities relevant to JBO, with emphasis on protocol work, MERLIN –out to JIVE correlator (SA1) and MERLIN – in from Onsala. It was pointed out that the planned timescales for protocol work in FABRIC did not fit with available manpower, however it should be possible to complete the work envisaged, with the aid of a supplementary report towards the end of the project.

Simon Garrington – The e-MERLIN System

· an outline of the fibre optic system in e-MERLIN, pointing out that the derivation of electrical signals from the optical  interconnections has to involve the new e-MERLIN correlator boards due to the high (30 Gbps ) data rates involved. Here a VSI compatible chip will enable high data rate data to be outputted from individual MERLIN telescopes, and also enable data to enter the correlator for processing.
Jouko Ritakari – The Berkeley IBOB and BEE2 System

· in the absence of Bryan Anderson, Jouko presented slides  on the FPGA based interface and back-end systems being developed by  the University of Berkeley group under Dan Wertheimer. As pointed out previously by Bryan, the interface break out board (IBOB) could enable the data from the VSI correlator chip to be channelised using polyphase filters and re-sampled to be compatible with VLBI  Mk5 systems, and therefore used in production VLBI sessions. Data could also enter the other way, with advantage being taken of the flexible programming in the Vertex-2 FPGAs in the IBOB. 10 GE interfaces are expected to be available. Extra memory will enable Tsunami to be implemented. It is likely that delay subtraction will also need extra RAM.  Further investigations are necessary, requiring an IBOB to work with soon.
Stephen Kershaw – Planned JBO Protocol Work for FABRIC

· a summary of Stephen’s work planned for the next 9 months on ESLEA was presented, with the relevance  as contributed work to FABRIC pointed out. Follow up work (not part of ESLEA) on multi-streaming will be undertaken later in 2007. Discussion centred on implementation issues with TCP variants, Tsunami and DCCP.

John Conway – Planned PCEVN Tests

· the forthcoming PCECN demo on 20th October was discussed in some detail. A number of schemes were considered, with final agreement via email on 11 Sept. : 
· All participating stations record 512Mbit/s data to local disk. In addition to doing local recording, one station directly streams at 512Mbit/s to disks on a PC at JIVE ("remote recording with local disk backup").  Later transfer data to disks on a PC at JIVE (using tsunami) on a PC at JIVE (stations transmit one a a time or as many at the time as there are PCs and concurrent 1Gbps connections available at JIVE). At JIVE PC-EVN data is converted offline into Mk5 and streamed into the correlator to produce fringes. 15-min scans to be used over ~ 1 hr.

Jouko Ritakari – EXPReS – FABRIC Data Acquisition System

· Jouko elaborated on the PCEVN2 discussion document presented in May. The disadvantages of continuing with Mk5/VSI based development for high bandwidth usage were emphasised. Convergence to an IBOB based system for multi-Gbit VLBI was obtained, with the suggestion that PCEVN2 should be renamed IBOB VLBI.
Richard Hughes-Jones – High Bandwidth Connectivity Tests

· Richard discussed planned top-end PC based tests on the GEANT2 10 Gbps network in late 2006.  DANTE strongly support the tests. It looks as though the initial tests will be between Geneva and Poznan due to the availability of equipment in GEANT2. 10 Gbps connectivity to Onsala is not expected until next year. A 10 Gbps test lab has been set up in Manchester.
Actions

· RES talk to M. Garrett and H. v.d. Langevelde about protocol timescales and manpower

· JR check on plans for IBOB development with Berkeley group

· RES discuss availability and cost of IBOB with Berkeley

· PB check Mk5 kernals and available protocols

· JBO group discuss possible protocol tests on Mk5

· All set up PCEVN demo schedules etc. for Oct 20th
· JBO and Metsahovi – clarify VHDL work needed for IBOBs

· RHJ  fix date for 4 Gbps connectivity tests

