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1 Introduction to EVN correlation process
A correlator processes the data from geographically spread radio-telescopes to a data product which enables an astronomer to generate images of the sky. This technique is called Very Long Baseline Interferometry (VLBI). The quality of the observations depends upon the baseline lengths (distance between two telescopes) and the total collecting area of the telescopes. Longer baselines will yield a better resolution and more and larger telescopes will increase the sensitivity. Very large amounts of data are involved in this correlation process. Currently data is recorded on MK5 disk packs at the telescopes and shipped to the central EVN MkIV correlator operated by JIVE. This is a massively parallel purpose-built supercomputer whose processing power is comparable to 20000 PCs a decade ago. 
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Figure 1: The current VLBI and e-VLBI process

An alternative to using disk packs is sending data through dedicated light paths to the EVN correlator at JIVE. This is called eVLBI and is currently being implemented and upgraded.
However, beyond 2010 one may expect that the network and COTS computer performance will have increased to a level sufficiently powerful to correlate the data real-time. Data is transferred over the network at rates beyond 1Gbps per telescope to a processing facility. This can be a single correlator as it is today or it can be a node in a grid of compute nodes. The key objective of the Joint Research Activity FABRIC (ref. 1) is based on these expectations: Develop a prototype correlator for high data rate e-VLBI using distributed correlation.

JIVE will design and build a software correlator core which is able to do distributed correlation on different grid compute nodes. The allocated grid can consist of a few nodes i.e. one per baseline or many nodes. Especially when many radio telescopes observe simultaneously, the number of baselines and therefore the required compute power will increase rapidly and many nodes may be needed. Scalability and portability are therefore important design issues for the software correlator.
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Figure 2: Each compute node is connected to two telescopes. Data products are sent to a central facility for further processing, distribution and archiving
Figure 2 shows a possible topology for distributed correlation, where the all the data from each telescope pair is sent to one compute node. Other distribution options are slicing the data in time, frequency band or polarization. 
Prior to the start of FABRIC March 2006, JIVE has already gained some experience with ultra narrow band software correlation in the Huygens project (ref. 2). This experience has been used to develop prototypes of a more common broad band software correlator. These prototypes formed the basis for the design of the current correlation core.
This document describes further the overall design for distributed correlation, the VLBI process from a physical point of view, considerations of the distribution aspects, the VLBI core process and the software applications needed for correlation.  
2 System architecture distributed correlation
The translation of the current VLBI process (see Figure 1) into a design for distributed correlation is shown in the next schema. 
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Figure 3: System architecture fro distributed broad band correlation
A Principal Investigator (PI) has been granted observation time on various VLBI telescopes. His first action is to create a schedule file containing all the details of the observation, like what sources to observe, the frequency bands, which telescopes to use and when to observe. In the next step this schedule file is converted into a VEX file with the SCHED application. The Central Operator (CO) will be notified of the experiment and the PI has to wait until the data are in the JIVE archive.

The Work Flow Manager (WFM), operated by the CO, schedules and controls the allocated grid resources and it is used to generate the necessary control files with settings for the software correlator and other applications.

The CO generates the correlator and delay model control files (CCF and DCF, see section 5.1) using the application vex2ccf and the data in the VEX file. Some CCF parameters have to be set manually using an editor integrated in the WFM. The application delmo automatically generates the necessary delay model files using the settings from DCF. 

The CO notifies the telescope operators a new experiment is scheduled and the VEX file (ref. 8) is available. The WFM sends data routing information to the telescopes and allocates the necessary grid nodes and broad band internet connections (see chapter 3). 
The Telescope Operator (TO) is responsible for a timely setup and start up of all systems. He loads the VEX file in the Field System which controls the telescope and in the Mark5 system which records the data. 
During or after the observations the recorded data are sent to the allocated storage nodes. Compute nodes in the grid get the data from storage nodes and do the delay correction and the correlation using the application sfxc. The final correlation product is send to the JIVE archive. More on the distribution of the correlation job can be found in chapter 3. 
At JIVE the correlator product file is converted into a standard data format MS2 using the application J2MS2 (see section 5.4). Finally the PI is notified he can get his data from the JIVE archive. The data will remain in the JIVE archive and will become public after a proprietary period (currently 12 months) has expired.
3 Distribution considerations

Recorded data from a VLBI experiment will have to be processed in parallel to keep the wall clock time for the entire processing within acceptable limits. The EVN MarkIV hardware correlator at JIVE is able to process one second of recorded data in one second. The challenge is now to do this on commodity hardware using a portable software correlator. Portability and scalability are important aspects to take into account in this distributions question. 

Before considering distributions scenarios it is a good idea to see what is recorded. An observation covers a certain overall frequency bandwidth starting at a certain lowest frequency. This overall bandwidth is divided into NF sub bands or frequency channels each with a bandwidth equal to the overall bandwidth divided by NF.

Each frequency channel can be correlated on its own. An experiment can cover up to 16 channels resulting into 16 separate processes at most. This is not enough to meet the challenge. Further division is necessary. A logical option is to divide the data for each channel into time slices. Another option is to process each baseline pair in a separate process. Combinations of both are also possible. 

The baseline based distribution is not linearly scalable. E.g. 10 stations require 45 processes and 16 stations require 120 processes. It also requires a complex recombination of the baseline correlation results. So it is probably better to correlate all baselines in one process and divide the correlation job for a certain channel into time slices. 

Figure 7 shows the data has to go through various processing steps before the end product of the correlation is available. It might be an idea to allocate each step to its own processor. This involves the development of as many applications as there are processing steps. Each application has to communicate status information in order to keep processes synchronized. Also data has to be transferred timely to the next step. Scalability seems more difficult with this approach and the sub-division into separate processes causes more communication and data transfer overhead. 

Based on these considerations it has been decided to develop one application which is responsible for all processing steps and to use channel and time slicing to distribute the correlation job. This approach avoids communication and data transfer between the separate processing steps and it can be mapped easily on the available processors. 

How does this idea develop in practice? Relatively big portions of the channel data for all stations are processed by a correlation cluster as is shown in the next figure. These portions are called a time chunks. This figure is actually showing what is happening inside the cloud from Figure 3.


[image: image5]
Figure 4: Distribution at grid level, showing the inside from the cloud from Figure 3. 

· The WFM starts the correlation process. The user specifies a VEX file and the WFM converts it to a CCF file. WFM notifies VLBI Broker about the new experiment, which is responsible for managing the further process.

· The VLBI broker starts the translation nodes, which open a connection to a telescope. 

· The translation nodes send messages back to the broker when time chunks are available. It is the task of the translation node to buffer the data and to chop the incoming data stream into chunks.  

· When a time chunk is available for all telescopes, the VLBI broker sends a start message to the translation and the correlation nodes. The translation nodes send the data to the correlation clusters which do the processing.

· After the correlation of the chunk the output of all time chunks is transferred to a central location from which JIVE can retrieve the data using grid FTP

The process inside the correlation cluster is shown schematically in the next figure. Here the time chunk is divided into time slices and each of them being processed on a single core inside the cluster. The size of the time slices should be chosen in such a way that the wall clock time is as short as possible. If a small time slice is chosen, all processors can be put to work very quickly but at the expense of more overhead. The smallest possible size for a time slice is the integration slice.

[image: image6]
Figure 5: Distribution of the correlation job on a cluster level. 

· For each time chunk, a new job is started on a cluster.

· The input nodes can access the data through NFS. The input nodes extract the channels. A time slice of one channel is sent to a correlator node.

· The correlator node performs the correlation for the time slice. Inside correlation node the optional filtering, delay correction and correlation are done (see sections 4.5, 4.6 and 4.7)

· The output of the correlation is sent to the output nodes which sort the output and write it to file.

4 The VLBI core process
4.1 Physical description of the correlation
This section describes the VLBI process very briefly in a physical sense. The next sections go into more practical issues to be dealt with when designing and implementing a software correlator.
Suppose we have and an array of 4 radio telescopes in 4 geographically different locations. Data is recorded mostly in two bits sampling mode at least at twice the observed band width (according to Nyquist). The recorded data have to be correlated for all possible telescope pairs, also called baselines. In our example that are the baselines AB, AC, AD, BC, BD and DC. Also the auto-correlations AA, BB, CC and DD have to be calculated. The cross and auto correlations form basis for all kinds of astronomical analysis and imaging.
In an interferometer like a VLBI array of antennae only data samples from the same wave front can be correlated. Therefore data samples have very accurate timestamps. However due to the fact that telescopes have different distances with respect to the source in the sky (Figure 6) data samples for a certain time stamp can not be correlated directly. A shift in time has to be applied. 

Therefore a reference plane is laid through the center of the Earth perpendicular to the line of sight to the source. Next telescope positions are projected on that plane. Data samples are corrected for the traveling time between the position on the Earth globe and the projection. This is what we call delay correction. 

[image: image7]
Figure 6: The principle of delay correction.
Now we know which data to correlate, which is basically a multiply and add operation of the data sample pairs in the frequency domain. The correlated data are saved in a file and input for a range of astronomical post-processing and data analysis applications.
4.2 Global outline of the Mk5 disk based correlation process
This section describes the main steps in the in the correlation process, starting with a set of Mk5 disks with recorded astronomical data until the correlation product in MS2 format.

At the EVN telescopes data is recorded in different consecutive channels or frequency bands on Mark 5 disk packs in the so called Mark 4 data format. The whole correlation process consists of the next steps:

· Get data from Mk5 disk to Linux/Unix disk

· Extract the data for one channel (de-multiplex and convert 2 bit samples in floats)

· Optional filtering to narrower bandwidth

· Apply delay correction, using pre-calculated delay tables. 

· Correlate delay corrected data
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Figure 7: Block diagram for the correlation of one channel of four stations. 

The next sections describe these steps in more detail. 

4.3 From Mk5 to Linux disk
Mark5 is a disk based VLBI data recording and playback system (ref. 5) capable of handling 1 Gbps data rates. It is widely used at the telescopes participating in the EVN. A software correlator should therefore conform to this interface of the radio-telescopes to the outside world.

There are many options how to use the Mark5A system. All of them are discussed comprehensively in reference 5. Here only the transfer from Mk5 to Linux type disks is described briefly. 
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Figure 8: Data transfer from Mark5 computer to other type (linux) computer. 
There are two ways of getting the data onto a Linux machine. First the data is recorded on disks in the Mark5 computer and later it is played back. In this case the disk2net command puts the data to the network and Net2file gets the data from the network.

The data stream can also be put on the network by the Mark5 during the astronomical observations by in2net. In both cases at the receiving side Net2file gets the data from the network onto a disk. 
4.4 Channel extraction from Mk4 file
The best way to understand the channel extraction is to describe how the observed data is written to Mark4 formatted files. For further information please consult reference 6.
Originally the Mark 4 data recording system is a tape based system capable of recording up to 64 tracks simultaneously at a maximum date rate of 16 Mbits/sec/track. This yields a maximum total data rate of 1024 Mbits/sec (1 Gbps). Nowadays data is recorded on Mark5 disks but the concept of tracks is maintained. 

The Mark 4 system can multiplex the data samples from one channel to several tracks (so-called 'fan-out'), and can also multiplex the data samples from multiple channels onto a single track (so-called 'fan-in'). The use of fan-in/fan-out allows the use of sample rates higher than can be support on a single tape track, and also allow the data recording modes to be adjusted for improved correlator efficiency.

Before discussing the details of fan-in and fan-out, we need to discuss the concept of a bit stream. When doing 1-bit sampling of a signal, only a single bit stream (sign bits) is created; when doing 2-bit sampling, the sign and magnitude bit streams are considered as two independent bit streams as far as the recording system is concerned.

A single bit stream may be 'fanned-out' to k tracks, where k may be 1, 2, or 4. When operating in this mode, bits 0,k,2k,3k,... are written to one track, bits 1,k+1,2k+1,3k+1,.... are written to the second track, etc., so that the bitrate/track is reduced by a factor of k from the original bit-stream rate. Since the maximum data-rate/track of Mark4 is 16 Mbits/sec, data collected at 32 Msamples/sec must be multiplexed in this fashion.

Suppose the data recording has the following characteristics: 2 bits per sample, 32 MHz sample rate. How many tracks are needed to record one channel? 64 Mbits/sec (according to Nyquist) have to be recorded and one track can record 16 Mbits/sec. So 64/16= 4 tracks are needed per channel. And how many channels can be recorded? The Mark4 system can record up to 64 tracks so in this particular case it can record 64/4=16 channels (frequency bands). 

The continuous stream of bits along each single track is logically divided into Tape Frames. Each Tape Frame consists of 20,000 bits divided into 4 fields:
Field 1. Auxiliary-data Field (64 bits)

Field 2. Sync Word (32 bits)

Field 3. Time Code & CRC (64 bits)

Field 4. Data Field (19840 data samples)
Fields 1, 2 and 3 are collectively known as the Header and replace 160 data bits that otherwise would have been written in that position. The first replaced data bit has a time tag corresponding precisely to the time code in the header; the actual first present data bit has a sample time 160 sample times later than the header time.

The Sync Word is an invariant pattern of 4 identical bytes, each consisting of eight '1's' . These 4 bytes are the only instance of even parity in the frame. Explicitly, the Sync Word is (in the bit order written to tape):
11111111111111111111111111111111

In the original Mark4 tape format the Sync Word was used for synchronization and data sanity checks. The channel extractor now only uses the Sync Word to find the header. When it finds a sequence of 32 ‘1’s’ in one channel, it knows that 64 bits before the frame starts and that immediately after the Sync Word the Time Code starts. 
The time stamp is used to find the right start point in the data for correlation. It will also be used to monitor if data is missing in a track. 

Before data is fed into the next step, the header is replaced by random bits to avoid artificial correlation results. 
The channel extraction process reconstructs the one or two bit streams per channel and converts it into a single stream of float samples.
4.5 Filtering
One of the extra features of a software correlator is the possibility to use a flexible filter before correlating the delay corrected station data. A possible filter principle will be described in this section.

The time domain data is converted to the frequency domain using a FFT. The user has to set the length of the Filter Slice (power of 2 Fourier length). This slice is fast Fourier transformed into the frequency domain having the full input band width. He sets the start frequency in the input band width, the output band width and the filter resolution. This is the filter action. This filtered data is padded and transformed back into the time domain using FFT. 

[image: image10]
Figure 9: Filtering from input band width to output band width
After the filtering the delay correction can be applied to the filtered data. 
4.6 Delay correction

Before the delay correction is carried out, a delay table is generated for each telescope. These tables contain delays as a function of time for the relevant source and time range of the observation. The application delmo based on calc (ref.  7), is used to generate these tables. The Earth Orientation Parameters (EOP) and the clock offset necessary to generate these tables are obtained from the VEX file.
Immediately before the observations the EOP and clock offset are estimates. A few days after the observations the VEX file can be updated with more accurate EOP and clock offset data. Now the delay tables can be generated again with more accurate delay data. 
The extracted channel data stream entering the delay correction module is sub-divided into segments each with a length of DelFFT samples. DelFFT should be a power of 2. For each of the segments the delay module applies the next steps:
· Calculate the address shift due to time delay for the current segment. And apply it. Each segment belongs to a certain moment in time. This is used to look up the appropriate delay data lines in the delay table. Next interpolation is used to determine the delay more precise. 
· Execute the complex to complex FFT, from Time to Frequency domain
· Calculate the fractional bit shift. The address shift in the time domain is not accurate enough, so phase corrections are applied in the frequency domain.
· Execute the complex to complex FFT, from Frequency to Time domain
· Fringe stopping. This can be done for each sample in the segment which means a delay calculation for each sample. This is very time uneconomic regarding the required processing power. The fringe stopping value can also be calculated only once for the center sample of the segment. This result is then applied to all samples in the segment. This save processing time at the expense of accuracy. 
The delay corrected data is put in a buffer where the correlation module can get it.
4.7 Correlation

The function of the correlator is to calculate the auto and cross correlations for NS stations. Input data are station-wise delay-corrected data in the time domain. 
The data to be correlated is divided into Integration Slices of typically 0.5 to 4 seconds long. Shorter or longer slices are possible. This length also called time to average (Time2Avg) can be set by the user. An Integration Slice is sub-divided into segments of each N2FFT samples long, where N2FFT should be a power of 2. 

An Integration Slice has M=(Time2Avg*SR)/N2FFT segments. Each segment is padded with zeros. The time domain data including the padding are Fourier transformed into the lag domain.
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Figure 10: Division of station data into integration slices and segments and fast Fourier transform of the segments into lag domain
Not shown in Figure 10 but it should be investigated and eventually implemented in the software correlator is segment overlap. Overlap can be ½ or ¾. This will smooth the end results.

For the autos the lag domain the samples within the segment are multiplied by itself and the multiplication products are added to the previous multiplication results. After this all correlation products are normalized and averaged. 

[image: image12]
Figure 11: Computation of Auto correlations for station B
For the crosses the lag domain samples are multiplied with lag domain samples from another station.  The multiplication products are added to the previous ones and normalized (averaged). 
 SHAPE  \* MERGEFORMAT 



Figure 12: Computation of Cross correlations for station C and D
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Figure 13: Processing order for four stations.

Once all the segments in the Integration Slice are correlated the results are saved in a file for that Integration Slice in the way shown in the next figure. 

[image: image15]
Figure 14: Auto and cross correlation output format (for 4 stations)
The data from the next Integration Slice which is Time2Avg later is saved immediately behind the previous one. When all integration slices are processed data is ready for post-processing and analysis using standard astronomical applications.
5 The VLBI software applications
Chapter 4 describes the VLBI process. This chapter focuses on the software applications used in the various VLBI processing steps:
· vex2ccf. Generates control files for delmo and sfxc
· delmo. Generates delay model files, one per station and onde per channel
· sfxc. Correlates station data.  

5.1 vex2ccf
The VEX file (ref. 8) describes the VLBI experiment and the setup at the telescopes. It is also used for processing the astronomical data with the EVN hardware correlator. For the software correlator (sfxc) and the delay model generator (delmo) a different set of control files is necessary. 

The CO chooses some processing parameters for the job and vex2ccf automatically generates a Delay Control File (DCF) and Correlator Control File (CCF) based on those parameters. The processing parameters can be: start time, stop time, channels, stations, data source and destination, etc. Some parameters in the CCF are editable and some are not. Some parameters have to be set manually. Vex2ccf will be integrated in the WFM and uses an editor to edit editable parameters.  
It should also be possible to use vex2ccf as stand alone application and to use some text editor to edit the CCF. However in that case the user should be aware that some parameters can not be edited. In order to make it human readable and editable the CCF uses keyword value pairs. The DCF does not have to be edited. It contains all the necessary information for delmo.
As an intermediate step a native data format for the keyword values pairs was chosen using self developed parsers for reading the control files. However many data-interchange formats and parsing tools are available publicly. JSON (ref. 9) is considered as a suitable standard data-interchange format for control files. It is human readable (and editable), structured and libraries in C++ and JAVA for parsing and writing are available. 
Vex2ccf will use methods from the class VexPlus (developed by JIVE) for parsing the VEX file and extracting the relevant data from it. This class can be found in the sources vexplus.C and vexplus.h and is written in C++.

5.2 delmo

Section 4.1 explains how the delay is a function of the telescope position, time of day and source under observation. The application delmo generates for each telescope a separate delay table for the time range described in the DCF. For each moment in time the right astronomical source position is used. 
Delmo will use calc library functions (ref. 7) which are developed and maintained by geodesists.
The delay correction module from the application sfxc uses the delay tables. Generated by delmo 

5.3 sfxc

sfxc stands for: software fx correlator, which means that first a FFT takes place and than the correlation. The process inside sfxc will be explained using some flow charts. Before explaining this process first some concepts considering the subdivision of data have to be defined:
· Sample. Data is recorded at a pre-defined Sample Rate (SR) of e.g. 32 MHz, which means 32 millions times per second the signal strength is recorded. 

· Segment: N2FFT samples together form a segment. N2FFT should be a power of 2 and is the length for the fast Fourier transform preceding the correlation.

· Integration slice: The length in seconds is set by the user. Usually it is somewhere between 0.5 and 4.0 seconds, shorter and longer intervals are allowed. An integration slice is sub-divided into segments. The number of segments depends on the SR and the length of the integration slice. This length is called time to average (Time2Avg). 
· Time slice: The concept of the time slice was already introduced in chapter 3. Her it is an arbitrary number of integration slices to be processed on one cluster processor (node,core). The length is subject to minimizing the wall clock time by dividing the complete job over the processors in the cluster. If only one processor is used we have only one time slice, starting and stopping at the times set in the CCF. 
Suppose we have single core computer, a time slice of 60 seconds and an integration slice of 0.5 second. In this case there are 120 integration slices to be processed by one processor. Figure 15 shows the processing of this single time slice on a single core. First the Correlator Control File (CCF) is parsed and the necessary preparations are done. Data readers are set in the files to the start time set in the CCF. Next the data for all available integration slices is correlated.

[image: image16]
Figure 15: Loop through all integration slices for a certain time slice on a single core. 
The processing of a single integration slice is shown in Figure 16. An integration slice is sub-divided into segments of N2FFT long. In the loop one segment is processed at a time and the correlated data is added to the preceding correlated data. When all segments for the current integration slice are correlated the (N2FFT*nr_of_baselines) data points are averaged and appended to the file (see also section 4.7).
Inside the loop two steps can be distinguished: first the segment has to be filled with delay corrected data and next these data have to be correlated according to the process described in section 4.7. 

[image: image17]
Figure 16: Correlation of data in an integration slice

Figure 17 zooms in on the process of filling the current segment with delay corrected data. It uses a buffer with delay corrected data for filling the segment. It starts with checking if the buffer contains any delay corrected data. If it has data the current segment is filled and the segment can be correlated. If not, data is extracted from the Mark4 data files, delay corrected using delay tables and put in the buffer until the buffer is full. 

[image: image18]
Figure 17: Fill a segment with delay corrected data.

The steps in the delay correction are summarized in the above figure and explained in more detail in section 4.6. 
5.4 J2MS2
J2MS2 is an application developed at JIVE to convert the output data from the JIVE EVN MarkIV will be correlated into Measurement Set version 2 (MS2, ref. 10) formatted data. J2MS2 will be extended to convert the output data from sfxc into the MS2 format. 
MS2 is a very commonly used data format amongst astronomers. Several popular data analysis and post-processing applications can handle the MS2 data format. These were the reasons to choose MS2. 
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7 Abbreviations and acronyms
CCF
Correlator Control File

CO
Central Operator
DCF
delmo control file

delmo
delay model calculation, based on calc
EOP
Earth Orientation Parameters
EVN
European VLBI Network
FFT
Fast Fourier Transform
Gbps
Gigabit per second
J2MS2
JIVE correlator output to MS2

JIVE
Joint Institute for VLBI in Europe
MS2
Measurement Set version 2

PI
Principal Investigator
sfxc
software FX correlator
SR
Sample Rate

TO
Telescope Operator
VEX
VLBI Experiment data format
vex2ccf
VEX to control file application
VLBI
Very Long Baseline Interferometry
WFM
Work Flow Manager
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