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Agenda

08:30 Coffee


08:45 Welcome and Introductions (John Chevers, DANTE)
09:00 Update on EXPReS activities in 2007 (Arpad Szomoru, JIVE)
09:30 Update on GÉANT2 (John Chevers / Otto Kreiter, DANTE)
09:50 Update from telescopes/NRENs on connectivity status (new GE connections etc)

10:30 Coffee

10:45 eVLBI with TCP and UDP (Paul Boven)

11:05 Dragon Project and eVLBI (Jerry Sobieski, MAX)

11:25 FABRIC high bandwidth testing (Richard Hughes-Jones & Ralph Spencer, University of Manchester)
11:45 Advanced network monitoring (Rich Carlson, Internet2)
12:05 AOB and planning


13:00 Lunch

Minutes
JMC welcomed the delegates and a round-table of introductions was made. 
JMC and OK (DANTE) then gave an overview of GÉANT2 activities in the previous 12 months. Important highlights included:

· Implementation of many P2P circuits –including 4 GE circuits fro eVLBI

· The imminent upgrade of connectivity from South Africa to Europe to 1Gbps

· The connection of Chinese telescopes via the new trans-Siberian 2.5Gbps ORIENT circuit
· Measurement points have been implemented in 15 European network domains

· The development and implementation of the end-to-end monitoring tool
· The establishment of the multi-domain NOC –the end-to-end coordination unit (E2ECU)

· The perfSONAR monitoring toolset

· Procurement of new fibre routes and upgrading of the backbone.

Questions raised: 

· R H-J pointed out that monitoring may upset data flows running near line rate

· IP asked for more details of GÉANT2 monitoring tools. OK promised to send out details of the appropriate Wiki

· RS asked if it was a GN2 ambition to create an all-fibre network. OK and JMC replied that where economically and technically feasible, fibre is the preferred option.

· Discussion continued around higher-bandwidth systems, including the likelihood of moving to 40Gbps. DS explained that a 40Gbps had been tested by JANET with success. IP stated that 40Gbps has been considered in Australia, but regeneration over long distances is difficult and expensive.
AP then presented an update on the EXPReS project:
· There have been 17 eVLBI ‘real science’ projects run since 2006. Of these only two (both early in the programme) failed. 

· The first 6-station eVLBI fringes have been observed at 256Mbps. 
· 512Mbps now seems possible on almost all stations

· eVLBI has drastically reduced time to publication compared with conventional VLBI

· Demos at the recent APAN meeting, connecting JIVE to Australia and China, proved successful
· A UDP application has been successfully developed for eVLBI –bringing substantially better throughput on long RTT routes

· Telescopes are now looking towards 10gbps connectivity

A round-table discussion then followed, with telescopes each giving an update on connectivity status:

· Aricibo (Puerto Rico) has tested at speeds of up to 64Mbps using UDP. It was suggested that in future connectivity may bypass the Abeline backbone and use a new route to JIVE.

· Onsala (Sweden) expects to increase its connectivity to 10Gbps in November. It is unknown what capacity will be available through NORDUnet. Cross Border Fibre (CBF) may be used to reach JIVE. RS expressed a wish to connect Onsala to the UK as well as to JIVE.
· Haystack (USA) expects to have 10Gbps connectivity soon and estimate that a 2-4Gbps requirement exists to Europe.
· Metsahovi (Finland) Has 10Gbps connectivity to CSC/FUnet

· Yebes (Madrid) is still implementing the last mile connection to RedIRIS. It is expected to be connected by early 2008 at 1Gbps. A requirement for a connection to Bonn for Geodesic work was also explained, and discussed further out of the meeting as this is beyond the scope of EXPReS
· Australian telescopes continue to use connectivity via the USA.

· Effelsberg (Germany) is currently digging the last 300m of fibre trench and expects this ‘last-mile’ section to be complete in mid-October. Connectivity to JIVE will be via DFN, CBF and SURFnet.
· The Mizusawa Vera Observatory (Japan) has a 2Gbps connection to SINET, but has achieved a maximum of 300Mbps to Europe. JMC suggested that the GÉANT2 Performance Enhancement Response Team (PERT) could help with network diagnostics, if necessary.

PB (JIVE) then presented work on TCP and UDP protocols for eVLBI:

· An eVLBI application has been developed to use UDP.
· This has allowed sustained throughputs of 64Mbps to JIVE from TIGO (Chile) and Aricibo (Puerto Rico)

· TCP testing to Shanghai Observatory (China) proved poor (slow start and sawtooth behaviour) [RH-J commented that the slope is a function of the round trip time –but the start point is determined by the number of packets lost]

· The 622Mbps ‘lightpath’ to China via the US, shows reordering and has demonstrated only 320Mbps throughput. 

· Using UDP on the trans-Siberian route has shown improved performance.

· UDP has also been shown to be effective where only one-way traffic is possible between UK and JIVE. [DS commented that this issue is still being worked on and will be resolved soon].

· The next iteration of eVLBI will generate 1085Mbps. A set of 7xVC4 circuits has sufficient capacity (just) but it is not possible to use a GE interface (only supports 1000Mbps).

RS then presented details of work at Jodrell Bank on data links:
· eMerlin comprises 7 telescopes and has its own network of fibre pairs across the UK (except  to Cambridge where only one fibre exists)

· Phase transfer tests are being conducted to demonstrate coherence

· Various protocols have been investigated by the (now concluded) ESLEA project.

· Requirements are:
· eMerlin-in 4Gbps to JIVE

· eMerlin-out 4Gbps to Onsala

· The Terarad project is at the proposal stage (for the UK EPSRC agency) which will aim to develop 16 x 10Gbps datastreams on one wavelength. An integrated silicon optical platform will be used to achieve this.

RH-J discussed his recent work on UDP throughput testing:

· Testing was conducted initially between back to back machines with 10GE interfaces

· 4Gbps flows were then tested over the GÉANT2 testbed circuits from PCs placed in the GN2 London PoP. The full 4Gbps proved possible using UDP and the Jitter performance was identical to the back-to-back setup.
· TCP performance was somewhat reduced, due it is thought to a restrictive buffer in the Alcatel equipment. UDP performance also showed unexpected packet loss –which may also be affecting TCP throughput. 

RC presented details of the network monitoring tools developed by Internet2 with GÉANT2, RNP and other organisations.
· Any user of a research and education network (REN) should be able to access 10Mbps+ performance to other REN-connected sites

· perfSONAR has developed several tools and runs measurement points primarily of interest to the network community.

· Advanced network diagnostic tools (NDT) have been developed. These tools have been created to assist end-users rather than network engineers.

· These tools are available on an Internet2 produced CD.

JMC thanked the host –Walter Alef and MPIfR-and those present from 4 continents for an interesting and useful meeting.
