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Agenda
08:30 Coffee 
09:00 Welcome and Introduction: John Chevers (DANTE) 
09:15 Summary of eVLBI activity from 2006: Arpad Szomoru (JIVE) 
09:45 Summary of GÉANT2 activity from 2006 and wavelength service processes: John Chevers (DANTE) 
10:00 Rundown of SMART-1 PERT case history: Pekka Savola (CSC FUNET/SWITCH) 
10:15 Round Table update of telescope connectivity (All) 
10:45 Coffee and exciting biscuits 
11:00 Connection of Medicina Telescope: Marco Marletta (GARR) 
11:15 FABRIC-4 project presentation: Richard Hughes-Jones (University of Manchester) 
11:30 A Simulation model for e-VLBI traffic on network links in the Netherlands: Julianne Sansa Otim 
11:45 Summary of forthcoming eVLBI activity in 2006/2007: Charles Yun (JIVE) 
-including wavelength services 
12:00 AOB and discussion 
12:30 LUNCH
Minutes

AS presented a summary of progress so-far with eVLBI. Since the 2005 EVN-NREN meeting there have been four eVLBI science runs. The first was unsuccessful, the second and third runs went smoothly and the most recent run was considered an outstanding success. On this occasion, 256Mbps was sustained between 6 telescopes and many hours of successful observation were achieved. 
The international aspect of EXPReS has been begun with near real-time (<10 minutes) transfers of data from Chile to JIVE to track the SMART-1 Spacecraft. There has also been progress in Australia (telescopes are now connected, but issues with international connectivity) and in China (telescopes connected at 2.5 Mbps). JMC explained that trans-Siberian connectivity to China (including CSTNET) is hoped to reach 2.5Gbps in the next few weeks.
Action: JMC to investigate traffic levels on TEIN2 connections to Australia and options to use transpacific route and GÉANT2 transatlantic circuits.
AS continued to discuss progress at JIVE including new control computers, installation of sx optics and Mk5 processor upgrades. LSL work reported at the 3rd EVN-NREN meeting has progressed slowly in 2006.
JMC then gave an update on progress with the GÉANT2 network, highlighting the hybrid services now operational and describing the procedures for ordering both GE circuits and 10Gbps wavelength services. The cost-recovery structure and the affordability of dedicated services were outlined. Global connectivity offered by GÉANT2 was discussed, particularly in the light of radio observatories.
Following on from recent tracking of the SMART-1 spacecraft using Radio Telescopes, PS described the network diagnostics carried out by the PERT team with the aim of facilitating faster transfers from TIGO (Chile) to JIVE (Netherlands). After outlining several improvements made to optimise E2E performance (burst size, rate limits etc) points were raised for discussion regarding long distance eVLBI transfers. PB pointed out that multiple stream TCP has been tried using Mk5 processors in the past but was unsuccessful. UDP transfers and increased access bandwidth from the TIGO to the REUNA backbone were also discussed. RH-J suggested a modified form of TCP code which does not aspire to ever-higher bandwidths but which can be tuned to accept known bottlenecks.
A discussion then took place outlining connectivity status of the various radio telescopes represented at the meeting. In summary:

· Jodrell Bank (UK) is currently connected with 2xGE circuits to Manchester, then by GE over UK light to the Netherlands. An upgrade is planned to 10Gbps in May 2007. 
· The Merlin group of telescopes (UK) are connected to their correlator at 30Gbps. Plans to connect to JIVE with 4 x GE streams. The FABRIC (JRA1) activity requires connectivity of 4Gbps between the Merlin array and Onsala (SE). This is needed as a single band, so is most likely to be best accommodated on a 10GE wavelength.
· Onsala (SE) requires a multi-Gbps connection to JIVE and also to Merlin (as described above). 

· Effelsberg (DE) has connectivity requirements associated with the LOFAR (low frequency array) station and the co-located radio telescope. These will be accommodated on a 10Gbps wavelength to the Netherlands. Deutsche Telecom and DFN have quoted circa €100K per annum to provide this circuit. WA stated that he felt this pricing to be excessive. JMC pointed out that NRENs are not-for profit organisations and that variations in pricing will reflect both local conditions and the funding structure of the NREN. MW explained the challenges in connecting this site and the way cross border fibre could be used to implement a direct link to the Netherlands. The connection to the telescope is expected to be operational by August 2007. 

· MM presented slides describing the considerable work connecting the Medicina (IT) telescope to GARR. A total of 140km of fibre was installed in addition to regeneration equipment. 560Mbps has been achieved using BWCTL and 480Mbps in real eVLBI transfers.
· Australia’s telescopes require connectivity to Europe at a capacity of 2 Gbps. The connectivity provided by TEIN2 is not sufficient for these purposes and thus another solution is required. JMC suggested the use of transpacific connectivity and GÉANT2 point-to-point capacity transatlantic.
Action: JMC to investigate possible solutions for high-capacity connectivity to Australia

· Torun (PL) is expected to see improved IP connectivity soon when PSNC ‘Black Diamond’ switches are replaced. Twin 10Gbps connections to Torun are planned in 2007.
The EXPReS JRA1 work package (FABRIC) was then presented by RH-J explaining a point-to-point connectivity requirement of circa 4Gbps between GÉANT2 points of presence. A suggestion has been to use Geneva and Poznan PoPs for reasons of convenience, or utilise the GÉANT2 testbed facility which is expected to be available from February 2007.
A presentation was made by JS explaining theoretical work modelling the performance of eVLBI links in the Netherlands and comparing the results with observed network behaviour. The investigation will highlight improvements to transport protocols for eVLBI transfers.
In a short open floor session it was explained that plans for eVLBI in 2007 centre around 24 hour science sessions at 6 week intervals.  

In conclusion, MG suggested the following as an important step forward for the EXPReS project:
Action: all telescopes to contact their local NREN in the immediate future, to initiate discussions relating to the establishment of Gigabit Ethernet point-to-point circuits to JIVE.

